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Abstract: Various contiguous and non-contiguous processor allocation policies have been proposed for two-dimensional
mesh-connected multicomputers. Contiguous allocation suffers from high processor fragmentation because it requires that a
parallel job be allocated a single contiguous processor subset of the exact shape and size requested. In non-contiguous
allocation, a job may be allocated multiple dispersed processor subsets. This can reduce processor fragmentation, however it
may increase the communication overhead because inter-processor distances can be longer and messages from different jobs
can contend for communication resources. The extra communication overhead depends on how allocation requests are
partitioned and assigned processors. In this paper, we investigate non-contiguous allocation for three-dimensional meshes. A
greedy policy where partitioning is based on the processors available is proposed and compared, using simulation, to
contiguous first-fit allocation, and to non-contiguous schemes adapted from previous two-dimensional schemes. In the detailed
flit-level simulator, developed for this research, several common communication patterns are considered. The results show
that non-contiguous allocation is expected to improve system performance in three-dimensional mesh-connected
multicomputers substantially.
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1. Introduction allocated to a job because they are not contiguous or
they do not include a submesh that has the same shape
as that requested, although their number is sufficient
to satisfy the job's allocation request.

The use of wormhole routing has lead researchers
to investigate non-contiguousallocation in 2D mesh-
connected multicomputers with the goal of reducing
external processor fragmentation [2, 7, 11, 24]. An
advantage of wormhole routing over earlier flow
control schemes, mainly store-and-forward, is that
message latency is not as sensitive to the distance
between the source and destination. A message is
subdivided into small parts, called flits, and the next
hop on the path to the destination is determined when
the header of the message is received. The remaining
message parts follow the header over the same path to
the destination in pipelined fashion.

In non-contiguous allocation, an allocation request
can be split into parts that can be allocated non-
adjacent available submeshes. Non-contiguous
allocation suffers from two problems. First, messages
exchanged between the processors of different
submeshes allocated to the same job can compete with
the messages of other jobs for communication
resources. Second, the distances between the
processors allocated to a job can be longer than when
allocation is contiguous, which can increase the
probability of contention and lengthen communication

Three-dimensional mesh and torus interconnection
networks have been used in recent research and
commercial distributed memory parallel computers.
Examples of such multicomputers are the Cray T3D
[21], the Cray XT3 [15] and the IBM BlueGene/L [18].
Also, two-dimensional meshes have been used in
several multicomputers, such as the Caltech Mosaic [6]
and the Intel Paragon [19]. An important advantage of
the 3D mesh over the 2D mesh is its lower diameter
and higher bisection width. It can achieve reductions in
communication delays given the same number of
processors.

Typically, processor allocation proposed in the
literature for mesh-connected multicomputers is
contiguous and space-shared. A job is allocated a
distinct contiguous subset of processors for the duration
of its execution, and the subset normally has the same
general shape as the multicomputer itself. Numerous
contiguous processor allocation policies have been
proposed in the literature for two-Dimensional (2D)
meshes [3, 9, 12, 14, 16, 17, 22, 23, 27]. Also, a few
contiguous allocation policies have been proposed for
three-Dimensional (3D) meshes and tori [1, 8, 13, 25].
However, contiguous allocation suffers from high
external processor fragmentation. There is external
processor fragmentation when free processors are not
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latency. However, the results of previous studies [2, 11,
24] indicate that non-contiguous allocation in 2D mesh-
connected multicomputers can have better system
performance than contiguous allocation, even when the
communication load is very high. This suggests that the
reduction in processor fragmentation that results from
lifting the allocation contiguity condition in 2D meshes
can outweigh the extra communication overhead
associated with non-contiguous allocation.

Even though non-contiguous allocation in 2D
meshes has been studied in detail, there exists little
research on non-contiguous allocation for 3D meshes
and tori. In [4], communication is not considered in
detail. Instead, a simple equation, proposed in [11] for
computing the communication overhead associated
with non-contiguous allocation in 2D meshes, is used
without modification to compute the execution time of
a job when it is allocated non-contiguous submeshes in
a 3D mesh-connected system. The specific locations of
the submeshes allocated to jobs, contention among
messages travelling between submeshes allocated to the
same job, and contention with the messages of other
jobs are not considered directly.

In this paper, we study non-contiguous allocation for
3D meshes more accurately. We simulate
communication at the flit level for several non-
contiguous allocation policies and communication
patterns in the 3D mesh. Results obtained for 2D
meshes may not be directly applicable to 3D meshes
because of obvious topology differences. For example,
the diameter of the 3D mesh is smaller than that of the
2D mesh, and an internal node in a 3D mesh has six
neighbours, instead of four in the 2D mesh.

Related research is surveyed and discussed in the
next section. This is followed by a presentation of the
non-contiguous schemes in section 3. The system
model is specified in section 4, and the performance
evaluation of the allocation schemes is presented and
discussed in section 5. The paper is concluded in
section 6.

2. Previous Related Research

As wormhole-routed mesh and torus interconnection
networks have been used in many recent highly-parallel
multicomputers, processor allocation for such
multicomputers has attracted the interest of many
researchers over the past two decades.

2.1. Contiguous Allocation Schemes for Mesh-
Connected Multicomputers

Most contiguous processor allocation schemes
investigated in the literature have been for 2D meshes
[3,9, 12, 14, 16, 17, 22, 23, 27]. In addition, a few
contiguous allocation schemes have been proposed for
3D meshes and tori. In these schemes, it is assumed that

a job requests upon arrival the allocation of a submesh
of a specified width, depth and height.

2.1.1. Maximal Free List Scheme for 3D Tori

In this scheme [25], all maximal free submeshes are
detected and placed in a free list. A free submesh is
maximal if it is not a proper subset of any free
submesh; that is, it can not be expanded in any of the
three dimensions (x, y and z) to form a larger free
submesh. For allocation, several heuristics that select a
large enough maximal free submesh from the free list
were considered.

A submesh is large enough for a request if it has
enough free processors in each of the dimensions of
the request. In the first-fit heuristic, the first free
submesh that can accommodate the request is selected
as allocation submesh. In the best-fit heuristic, a
submesh that is closest in size to the request is
selected for allocation. The size of a submesh is the
number of processors it contains.

In worst-fit, the selected allocation submesh is one
with the largest size. In addition to these allocation
schemes, a k-look ahead scheduling heuristic proposed
in [9] was adopted. In this heuristic, the waiting
requests are examined so that allocation to the current
request would leave free submeshes for a maximum
number of the k largest waiting requests. Also,
changing the orientation of requests, proposed in [17]
for 2D meshes, is supported so as to reduce processor
fragmentation. As example, an a X b X ¢ request can
be changed to a request for an a x ¢ x b submesh.

2.1.2. Scan Search Scheme for 3D Tori

This scheme [13] was proposed with the goal of
reducing the allocation time as compared with the
best-fit variant proposed in [25]. It is a contiguous
recognition-complete first-fit allocation scheme for 3D
tori. Using simulations, it is shown in [13] that the
measured allocation time of this scan search scheme is
smaller than that of the earlier scheme. In addition, in
order to study the impact of scheduling, a non-FCFS
job scheduling policy is considered along with FCFS.
In the non-FCFS policy, the jobs in the waiting queue
are considered for allocation in their arrival sequence
if the job at the head of the queue can not be
accommodated. However, looking inside the queue is
halted if the queue head has spent some preset time
period waiting. The allocation time complexity of the
scan search scheme is O(WD’H?). This is superior to
the time complexity of the previous scheme proposed
in [25], which is O(W'D’H").

2.1.3. Folding Contiguous Allocation for 3D
Meshes

In [1], a folding processor allocation scheme was
proposed for 3D meshes. In this scheme, a job is
allocated the submesh it has requested if such
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submesh is available. Otherwise, the largest request
side is decremented by one and allocation is re-
attempted. This process is repeated until -either
allocation succeeds or the number of processors
requested reaches a load-dependent fraction of the size
of the request. This folding fraction increases
dynamically with the processor demand of the jobs
currently in the system. In addition to folding, the job
scheduling policies FCFS and out-of-order scheduling
were considered. In out-of-order job scheduling,
multiple waiting jobs may be considered for allocation
in their arrival order. Simulation results show that
allocation request folding and out-of-order job
scheduling both improve system utilization and mean
job turnaround times.

2.2. Non-Contiguous Allocation Schemes for 2D
Meshes

Several non-contiguousallocation policies that differ in
the degree of contiguity they maintain were proposed
for 2D meshes, and they were evaluated using
simulation.

2.2.1. Random Allocation

A request for n processors is satisfied with » randomly
selected free processors [24]. There is no processor
fragmentation in this policy however, the
communication overhead can be high because
contiguity among allocated processors is not sought.

2.2.2. Paging

This scheme [24] is denoted as Pagingidex-scheme(772),
where m is a nonnegative integer. It divides the
processors of the multicomputer into square pages of
side lengths equal to 2", and the page is the allocation
unit. Pages are numbered according to several indexing
schemes (row-major, shuffled row-major, snake-like,
and shuffled snake-like indexing). However, the
indexing scheme had little influence on performance. A
request for »n processors is satisfied with the first free
[n/2"] pages. There is some degree of contiguity
because of the indexing schemes used. Contiguity can
also be enhanced by increasing m. However, this
produces internal fragmentation for m > 1, and this
internal fragmentation increases with m.

2.2.3. Multiple Buddy Strategy

In this scheme, the number, #, of processors requested
is converted to a base-4 number of the following form:

n=dpx 25 x 28+ +dgx20x2° (1)

The allocation policy of (MBS) attempts to satisfy
every term i in the request with d; free 2'x2' processor
blocks. If a needed block is not available, the algorithm
tries locating a free larger block that it repeatedly
breaks down into four buddies until a block of the

needed size is obtained. The buddies of a 2’x2 block
are 2/ x 2 processor blocks. If the attempts to satisfy
a term i fail, the algorithm breaks the term itself into
four smaller requests for 2"/ 2" blocks and repeats
the process described above. Allocation always
succeeds when the number of free processors is
sufficient because the request or parts of it can be
decomposed into requests for /x/ processor blocks
[24].

2.2.4. Adaptive Non-Contiguous Allocation

This policy attempts first to allocate a contiguous
processor submesh of the requested shape and size. If
this fails, the request is decomposed into two equal
subframes and the allocation algorithm attempts to
allocate submeshes for these subframes. If this fails
again, the request is split into smaller subframes, and
allocation is attempted for the new subframes. The
size of a subframe in a step is half its size in the
previous step. This process terminates if allocation
succeeds for all subframes in the same step, or if it has
repeated a specified number of times, denoted by A.
Additionally, allocation attempts are halted if a side
length of the subframes reaches one [11].

This policy can disperse the allocated submeshes
more than it is necessary. Moreover, its recognition
capability is incomplete. Allocation can fail although a
sufficient number of processors are available. For
example, assume that an allocation request for an §x3
submesh arrives while the state of processors is as
shown in Figure 1 and 4 = 1. The request is
subdivided into two 4 x 3 requests, and allocation fails
although a 6 x 3 and a 2 x 3 submeshes are available.
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Figure 1. A 6x6 2D mes.

2.3. Non-Contiguous Allocation Schemes for
3D Meshes

There exists little published research on non-
contiguous allocation for 3D meshes and tori. In [4],
several non-contiguous allocation schemes for the 3D
mesh were evaluated using simulation. However,
communication was not considered in detail. Instead, a
simple equation, proposed in [11] for computing the
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execution times of jobs when they are allocated non-
contiguous submeshes in 2D meshes, was used, as is, to
compute the execution times of jobs when they are
allocated non-contiguous submeshes in 3D mesh.
Communication was not simulated at the flit level. That
is, the specific locations of the submeshes allocated to
jobs and contention for communication resources were
not considered directly. Also, it is not obvious that
approximate mathematical models based on flit-level
simulation results for 2D meshes are directly applicable
to 3D meshes.

3. Three-Dimensional Non-Contiguous
Allocation Policies

The target system in this paper is a three-dimensional
mesh-connected multicomputer M(W, D, H), where W
is the width of the mesh, D is its depth, and H is its
height. A processor (node) in M(W, D, H) is
represented by the coordinates (x, y, z), where 1 < x <
W,1<y<D,and 1<z<H. An internal node is directly
connected via bidirectional links to six neighbours: (x-
1,y,z2), (x+1,y, z), (x, y-1, 2), (x, y*+1, 2), (x, y, z+1) and
(x, y, z-1). The eight mesh corner nodes have three
neighbours each, other edge nodes have four
neighbours, and the remaining peripheral nodes have
five neighbours. The size of the 3D mesh, N, is the
number of processors it contains, where N = WDH. A
job is assumed to request the allocation of an a x b % ¢
submesh when it arrives, where 1 <a< W,1<b<D
and 1 < ¢ < H A w x dx h submesh S(w, d, ) is
represented by (x1, y1, z1, x2, y2, z2), where (x1, yl1,
z1) is the lower left corner of S, (x2, y2, z2) is its upper
right corner, w=x2-x1+1, d y2-y1+1 and h=z2—z1+1.
The size of the submesh is wdh processors. The non-
contiguous allocation policies considered in this paper
are as follows.

3.1. Greedy Available Allocation

When a parallel job is selected for allocation and the
number of free processors is sufficient, a free submesh,
S(w, d, h), that is suitable for the request (i.e., w>a, d >
b, and & > c¢) is searched for. If one is found, the
submesh S(a, b, ¢) located in the left-lower corner of
S(w, d, h) is allocated to the job and allocation is done.
Otherwise, the largest free submesh, Si(w, d, /), that can
fit inside S(a, b, ¢) is allocated, and it is subtracted from
S(a, b, ¢). The subtraction operation used is one that
produces the largest possible non-overlapping
submeshes successively. For example, the submeshes
produced by the subtraction of a 2x2x3 submesh from
a 3x4x3 submesh are 3x2x3 and [x2x3. The
subtraction results are added at the tail of a request-list.
The fragments in the request-list are processed until
they are all accommodated; that is, until the current job
is allocated the number of processors it has requested.
The allocation steps are shown in Algorithm 1. This

allocation policy maintains some contiguity by giving
preference to allocating large free submeshes.

Algorithm 1: Greedy Available Allocation Algorithm
Greedy Available Allocation (a, b, c){

Step 1. If (number _of free_processors < job_size)
return failure
else insert requestR(a,b,c) for a x b x ¢ submesh
in request-list
Step 2. While there are elements R(aa,bb,cc) in
request-list do
if (a free S(x,y,z) is suitable for R(aa,bb,cc)){
allocate its lower-left S(aa,bb,cc) corner
submesh to the job and remove R(aa,bb,cc)
from the request-list

}

else {
find all free submeshes that fit in R(aa,bb, cc)
allocate largest such submesh L(x,y,z) and
remove R(aa,bb,cc) from the request-list
subtract L(x,y,z) form R(aa,bb,cc) and add
resulting fragments in the decreasing order of
their size to the tail of request-list

}

3.2. Paging Strategy

The 3D mesh is divided into pages that are subcubes
with equal side lengths of 2", where m is an integer
greater than or equal to zero. A page is the allocation
unit, and its size, Psize, is equal to 2°" The pages are
ordered according to the row-major indexing scheme,
as illustrated in Figure 2. If the number of free pages
is greater than or equal to the current request, the free
pages are scanned starting with the first page until the
requested number of pages is allocated. A paging
policy is denoted as paging(m). For example, paging
(2) means that the pages are 4 x4 x4 processor blocks.
The number of pages requested by a job of size
job_size is computed using the equation:

Prequest = /—job_size/Psize / 2)
13 14 15 16
o I w o ]
s 41 e ] 7 ] s
1 2 3 4

Figure 2. Row-major indexing for a 4x2x2 three-dimensional
mesh.
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The paging allocation algorithm is as follows:

1. The mesh is initially divided into 3D pages of side
lengths equal to 2", and the pages are numbered
using the row-major indexing scheme, as shown in
Figure 2.

2. When the number of free pages is greater than or
equal to the requested number of pages, Prequest,
allocation succeeds. The first Prequest free pages are
allocated to the job being served.

3.3. Random Allocation Strategy

As in the scheme Random proposed previously for 2D
meshes [24], a request for n processors is satisfied with
n randomly selected free processors.

4. System Model

We use simulation to evaluate and compare the greedy
available, paging(0), random and contiguous First-Fit
allocation policies. We have selected paging(0) as
representative of the paging policies because it has no
internal  processor fragmentation. Moreover, it
performed well in [4, 24].

As in previous works, we adopt the simulation
performance methodology because it can take into
account the dynamic nature of the interactions between
applications, operating systems and architectures [10].

The interconnection network assumed uses all-port
routers and wormhole switching. The all-port router
model specifies that up to six (the maximum number of
neighbours) messages can be relayed simultaneously
when they require distinct outgoing channels [26]. In
wormhole switching, message flits move in a pipeline
fashion. If a header flit encounters a busy channel, it is
blocked until that channel becomes free. We assume
that a flit takes one time unit to move between two
neighbouring routers. Neighbouring routers are
interconnected by bidirectional channels, and message
routing is dimension-ordered and deterministic.

An application is assumed to be composed of a
computation phase followed by a communication
phase. The computation to communication ratio, R, of
jobs is assumed to be uniformly distributed over [1, 9]
when the jobs do not interfere with each other. That is,
the interference-free efficiencies of jobs are distributed
over the interval [50%, 90%]. To determine the
interference-free communication time for a job of a
given size, its simulated communication time for the
communication pattern assumed (e.g., one-to-all) is
determined by executing the job alone on the simulated
target system.

The interference-free communication times for all
possible job sizes are pre-determined and stored in a
file. There is a separate file for each communication
pattern. During the simulation of the allocation
algorithms, the interference-free communication time
for the current job is read from the appropriate file

based on the job size, and a value for R is generated.
Then, the job’s computation time is determined by
multiplying these values. After delaying for this
computation time, the job enters the communication
phase. In this phase, a job sends messages according
to the communication pattern being simulated. Note
that the new communication time can be longer than
the stored communication time because of possible
contention with other jobs, for example.

We expect the performance of non-contiguous
allocation to depend on the contention that results
from external message interference. This interference
occurs when the messages of two or more jobs need to
use the same communication channel at the same time.
In addition, non-contiguous allocation can generate
internal message interference. This interference
occurs when messages travelling between submeshes
allocated to the same job contend for communication
resources.

In this paper, three communication patterns are
considered. They are the one-to-all, ring and random
communication patterns. In one-to-all, a randomly-
selected processor allocated to a job sends a message
to all other processors allocated to the same job. In the
ring communication pattern, the processors allocated
to a job are considered to form a torus linear array and
each processor sends a message to its successor; the
successor of the last processor is the first one. In the
random communication pattern, each processor
allocated to a job sends a message to another
processor allocated to the same job and selected
randomly.

The main performance parameters measured in the
simulation experiments are the mean turnaround times
of jobs and the allocation -effectiveness. The
turnaround time of a job is the time that it spends in
the system, from arrival to departure. The allocation
effectiveness, 4., measures the ability of an allocation
algorithm to avoid processor fragmentation [20]. At
the simulation time ¢, 4.(¢) is defined by the equation:

A1) = P/min(N, P,) (3)

In this equation, P, is the number of allocated
processors, N is the number of processors in the target
multicomputer, and P, is the total processor demand
of the jobs in the system, running or waiting. For
example, for N=1000, P~1200 and P,=750, the
allocation effectiveness is 75% and processor
fragmentation is 25% (100% minus 75%). However,
for P,=400 and P,=400 the allocation effectiveness is
100% and there is no processor fragmentation. The
mean allocation effectiveness is computed over the
entire simulation time, and the average turnaround
time is computed for completed jobs.

The size of the system assumed in this paper is
1000 processors. It is organized as a 10x10x]0 cube
of processors. For communication, it is assumed that
the length of messages is 250 flits, and the start up
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latency is 30 time units. Other values were considered
in [5], but their results lead to the same conclusions.
Therefore, these results are not shown here so as to
conserve space. The side lengths of allocation requests
are integers that are uniformly distributed over the
range [1, 10], and they are generated independently.
Jobs arrive from a Poisson source at a rate of 4 jobs per
time unit.

This rate is varied from low values representing
light loads to high values that produce turnaround times
that are past the knees of the job turnaround time
performance curves. In the simulation experiments, the
system load is defined as 4*, where p is the mean job
service time. Every simulation run executes 1000
parallel jobs, and the runs are repeated enough times so
that the mean turnaround times obtained have relative
errors that do not exceed 10% with 90% confidence.

5. Results and Comparison

Figures 3 and 4 show the allocation effectiveness and
turnaround times for the contiguous First-Fit allocation
policy and the non-contiguous allocation policies when
the communication pattern is one-to-all. The results for
the ring communication pattern are displayed in Figures
5 and 6, and those for the random communication
pattern are displayed in Figures 7 and 8. In these
Figures, the scheduling policy is FCFS, where only the
job at the head of the queue is considered for allocation.
We limit ourselves to this policy because it is typically
assumed in related studies (e.g., [3, 12, 13, 24]), and
our primary goal is to compare allocation policies.

It can be noticed in the Figures that the non-
contiguous policies are substantially better than First-
Fit. This is because contiguous allocation suffers from
high external processor fragmentation. The allocation
effectiveness of First-Fit is high when the load is very
low because it is then highly likely that a suitable
contiguous submesh is available for allocation to a job
when it arrives to the system. However, this
effectiveness drops rapidly as the load increases. This
outcome is compatible with the results of previous
works, where contiguous First-Fit allocation achieves
only low system utilization for 3D mesh-connected
multicomputers [1, 13]. Overall, the additional
communication overhead associated with non-
contiguous allocation is less significant than the
performance advantage that results from the reduction
in processor fragmentation that is produced when the
allocation contiguity condition is lifted.

The performance differences among the non-
contiguous policies are small, however greedy available
is overall slightly better than the remaining policies
under the heaviest loads. It ranks first or second for the
three common communication patterns investigated.
The mean turnaround times of paging(0) for the one-to-
all and random communication patterns are longer than
those of Greedy Available by about 23% and 8% under

the heaviest loads considered. The performance of
paging(0) is good for the ring communication pattern
because paging(0) allocates neighbours located on the
same X-axis when they are free. Random performs
worse than Greedy Available by about 13.5% under
the heaviest load in Figure 6, where the ring
communication pattern is assumed. This is because
random allocation is not compatible with the near
neighbour property of the ring pattern.

It can be seen in Figure 4 that Random performs
well under heavy loads when the communication
pattern is one-to-all.
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Figure 3. Mean allocation effectiveness of the policies for the one-
to-all communication pattern.

The reason is that this communication pattern can
make use of multiple communication links
simultaneously as the processors allocated to a job are
dispersed randomly across the system. In contrast, a
node needs to use only a single outgoing link for the
ring communication pattern. In this case, Random
performs poorly because the distance between
communicating neighbours is expected to be relatively
large, which increases both the message transit time
and the probability of communication.
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6. Conclusions

In this research, we have studied non-contiguous
allocation in 3D-mesh multicomputers using detailed
flit-level simulation. Three non-contiguous allocation
strategies were considered: greedy available, random
and paging(0). The performance of these strategies
was compared to the performance of contiguous First-
Fit allocation for common communication patterns.

The aim of simulating communication in detail is to
evaluate the effect of contention in the interconnection
network on the performance of non-contiguous
allocation. Simulation results show that non-
contiguous  allocation can  greatly improve
performance despite the additional contention in the
interconnection network that can result from the
interference among messages. This is because non-
contiguous allocation is capable of superior utilization
(i.e., lower processor fragmentation and superior
allocation effectiveness) when it is compared with
contiguous allocation, represented in this study by
First-Fit. The performance differences among the non-
contiguous policies investigated are small; however,
greedy available is promising. It ranks first or second
for the common communication patterns considered in
this paper.
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