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Abstract: Nowadays classification of gender is one of the most important processes in speech processing. Usually gender 

classification is based on considering pitch as feature. The pitch value of female is higher than the male. In most of the recent 

research works gender classification process is performed using the abovementioned condition. In some cases the pitch value 

of male is higher and also pitch of some female is low, in that case this classification does not produce the exact required 

result. By considering the aforementioned problem we have here proposed a new method for gender classification method 

which considers three features. The new method uses fuzzy logic and neural network to identify the gender of the speaker. To 

train fuzzy logic and neural network, training dataset is generated by using the above three features. Then mean value is 

calculated for the obtained result from fuzzy logic and neural network. By using this threshold value, the proposed method 

identifies the speaker belongs to which gender. The implementation result shows the performance of the proposed technique in 

gender classification. 
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1. Introduction 

In modern civilized societies for communication 

between human speeches is one of the common 

methods [3]. Different ideas formed in the mind of the 

speaker are communicated by speech in the form of 

words, phrases, and sentences by applying some proper 

grammatical rules [4]. By considering  speech as one 

of  the outcome of passing a glottal excitation wave 

form through a time varying linear filter which can be 

used to represent speech signal,  so as a speech 

production model that models the resonant 

characteristics of the vocal tract [12]. By classifying 

the speech with voiced, unvoiced and silence (VAS/S) 

an elementary acoustic segmentation of speech which 

is essential for speech can be considered [15]. In 

succession to individual sounds called phonemes this 

technique can almost be identical to the sounds of each 

letter of the alphabet which makes the composition of 

human speech [18]. 

Speech processing is the study of speech signals, 

and the various methods which are used to process 

them. In this process various applications such as 

speech coding, speech synthesis, speech recognition 

and speaker recognition technologies; speech 

processing is employed [25]. Among the above, speech 

recognition is the most important one. The main 

purpose of speech recognition is to convert the acoustic 

signal obtained from a microphone or a telephone to 

generate a set of words [13, 23]. In order to extract and 

determine the linguistic information conveyed by a 

speech wave we have to employ computers or 

electronic circuits [6]. This process is performed for 

several applications such as security device, household 

appliances, cellular phones ATM machines and 

computers [14]. 

Gender classification is applied in many fields. For 

example it is applied in various applications such as 

speech recognition, speaker diarization, speaker 

indexing, annotation and retrieval of multimedia 

database, synthesis, smart human computer interaction 

biometrics social robots etc. and it is a difficult and 

challenging problem [10]. We can identify 

physiological differences such as vocal fold thickness 

or vocal tract length and differences in speaking style 

of humans as partly the reason gender based 

differences in human speech [20, 26]. Normally the 

higher formant frequencies and fundamental 

Frequency (FO) are higher for female speakers and the 

FO differences are larger than the formant frequency 

differences between male and female groups [25]. For 

male speakers various speech qualities like 

aggressiveness, body size, self-confidence, and 

assertiveness are related to low FO [8].  

In most of the previous research works classification 

is performed by considering pitch as feature. There are 

also certain limitations while considering this feature. 

To solve the abovementioned problem, here we have 

proposed a new method for gender classification using 

three features by using fuzzy logic and neural network. 
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The rest of the paper is structured as follows: The 

related works are briefly reviewed in section 2 and the 

proposed technique with adequate mathematical 

models and illustrations are detailed in section 3. The 

implementation results obtained are discussed in 

section 4 and section 5 concludes the paper. 

 

2. Related Works 

Some of the recent research works related to speech 

classification is discussed as follows. 

Rakesh et al. [16] have proposed two different 

models by using several speech processing techniques 

and algorithms, and one of their models is used to 

produce formant values of the voice sample and the 

other model to produce pitch value of the voice 

sample. The gender biased features and pitch value of a 

speaker were extracted by employing these two 

models. The mean of formants and pitch of all the 

samples of a speaker were calculated by applying a 

model having loops and counters which generates a 

mean of Formant 1 and pitch value of the speaker. The 

speaker are classified between Male and Female by 

computing euclidean distance from the mean value of 

Males and Females of the generated mean values of 

formant 1 and Pitch by using a nearest neighbor 

technique. Using NI Lab VIEW, the algorithm is 

implemented in real time. 

Rao and Prasad [17], have proposed that the 

different time-varying glottal excitation components of 

speech were used for text independent gender 

recognition studies. The excitation information in 

speech was represented by using a Linear Prediction 

(LP) residual. They have used a Hidden Markov 

Models (HMMs) to capture the gender-specific 

information in the excitation of different voiced 

speech. The decrease in the error during training and 

identifying genders during testing phase close to 100% 

precision have proved that the continuous Ergodic 

HMM can effectively capture the gender-specific 

information in the excitation component of the speech. 

In their gender identification study, they have also 

calculated the size of testing data on the gender 

recognition performance by using gender specific 

features in various HMM states, and mixture 

components. They have also performed the gender 

recognition studies on Texas Instruments and 

Massachusetts Institute of Technology (TIMIT) 
database. 

Devi et al. [1], in their study have discussed that the 

background noise from noisy environment for example 

car, bus, babble, factory, helicopter, street noise and 

more have reduced the performance of speech-

processing systems like speech coding, speech 

recognition etc. Thus the classification of noise is 

necessary to improve the performance of the speech 

recognition system. The selection of excellent set of 

features that can efficiently separate the signals in the 

feature space was an important process in the design of 

a signal classification system. Noise classification is 

crucial process in order to reduce the consequence of 

environmental noises on speech processing tasks. They 

have proposed a fuzzy ARTMAP network and 

modified fuzzy ARTMAP network to classify the 

various background noise signals. Moreover in 

addition to it their experimental results were compared 

with both back propagation networks and Radial Basis 

Function Network (RBFN). 

Sedaaghi [19], have discussed a comparative study 

of gender and age classification algorithms which is 

used in speech signal. Experimental results are used for 

the Danish Emotional Speech database (DES) and 

English Language Speech Database for Speaker 

Recognition (ELSDSR). Identification of the best 

classifier for gender and age classification when 

speech signals were processed, has been made by 

experimentally comparing the Bayes classifier using 

various techniques Sequential Floating Forward 

Selection (SFFS) for feature selection, probabilistic 

Neural Networks (PNNs), Support Vector Machines 

(SVMs), the K-Nearest Neighbor (K-NN) and 

Gaussian Mixture Model (GMM), as different 

classifiers. They have shown that gender classification 

can be carried out with a precision of 95% 

approximately by using speech signal either from both 

genders or from male and female individually. 

Sigmund [21], have proposed an approach for 

automatic identification of gender in a short segment of 

normally spoken continuous speech. They have studied 

all the vowels separately to observe which phonemes 

are useful for gender recognition and have also 

evaluated the selected Mel-Frequency Cepstral 

Coefficients (MFCCs) based two different simple 

identifiers. More than 90% of accuracy is being 

achieved for gender identification in short-time 

analysis (20 msec) by using the vowel phonemes. 

Particularly there was no error for vowel “a”. To 

recognize male/female speakers with the accuracy of 

more than 93%, the speech duration of 500 msec is 

enough for text-independent analysis. Automatic 

assessment of speaker’s gender by her/his voice has 

been an important aspect for achieving high-quality 

dialogue systems. 

Mahdi and Jafer [11], have suggested a wavelet-

based algorithm for voice and unvoiced classification 

of speech segments. The classification process 

involves two steps:  

1. Statistical analysis of the energy-frequency 

distribution of the different speech signals by means 

of wavelet transform.  

2. Evaluation of the short-time zero-crossing rate of 

the signal.  

For each time segment of the pre-emphasized speech, 

they have also calculated the ratio of the average 

energy in the low-frequency wavelet sub bands in 
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comparison to that of highest-frequency wavelet sub 

band by using a 4-level dyadic wavelet transform, and 

then have compared it to a pre-determined threshold. 

An experimentally confirmed criterion depends upon 

the results of comparison process was used to obtain 

the classification decision. 

Silovsky and Nouza [22], in his research have 

presented a set of methods to categorize of various 

audio segments in a system for automatic transcription 

of broadcast programs. Their task is to decide:  

1. Whether the segment should be labeled as speech or 

as non-speech and also in the previous case.  

2. Whether the talking person is one of the speakers in 

the database.  

3. Or else, the speaker belongs to which gender. 

Extending the information obtained from transcription 

system and also by improving the performance of the 

speech recognition module was done by using the 

result of classification. Like all other modern speaker 

recognition systems, their proposed method is also 

based on GMM. Since the number of the database 

speakers can be large, they have developed a method 

that accelerates the recognition process in a significant 

way.  

While reviewing these recent researches which has 

discussed the same problem, in most of the researches 

pitch is considered as feature and in some other 

researches other statistical features are considered. For 

testing their methods, in some researches emotional 

speech is utilized and in some other, continuous/real 

time speech data is considered and in other researches 

any words speech dataset was considered. 

 

3. Gender Classification using Fuzzy Logic 

and Neural Network 

Gender classification plays a major role in speech 

processing. This technique is used to identify the 

gender of the speaker. There are various methods used 

for gender classification. But the major problem is 

most of these works depends on pitch value. The pitch 

mainly depends on the frequency of sound. Normally 

the pitch of female is high and for male the pitch is 

low. In some cases the pitch of male is higher like the 

female and also the pitch of female is lower like male. 

In this situation speech classification using pitch will 

not produce appropriate results. By considering this 

drawback here we proposed a new method for speech 

classification using three features namely; energy 

entropy, short time energy, and zero crossing rates. 

Initially the three feature values are computed and 

given as an input to the fuzzy logic and neural network 

individually and it gives the percentage of male and 

female feature as output. Then mean value is taken and 

using this value gender classification is done. The 

process takes place in proposed method which is 

explained briefly in the below sections. Initially, we 

have discussed about the features which are used in our 

method. 

 

3.1. Feature Analysis for Speech Signals 

Feature selection plays one of the important roles in 

gender classification. The gender classification fully 

depends on the feature which we have selected in 

proposed method. The three features used in our 

method are as follows: 

• Short Time Energy (STE). 
• Zero Crossing Rate (ZCR). 
• Energy Entropy (EE). 

 

Among these three features, the most important feature 

is ZCR. These features are explained briefly in [2]. 

Now we can see the basic operation of these three 

features one by one.  

 

3.1.1. STE 

The STE of speech signal is said to be the sudden 

increase in energy signal. To compute STE, initially 

the signal is split into s  windows and then the window 

function is calculated for each window. The STE is 

calculated using the equation given below. 

2

r

S y ( r ) .h( s r )
∞

=−∞

= −∑                       (1) 

By using the above equation the STE is calculated. 

From the testing results we have observed that the 

energy entropy output for males is low whereas for 

females it is high and continuous.  

 

3.1.2. ZCR 

The ZCR is the most important feature considered in 

our method. The ZCR is defined as to be the ratio of 

number of time domain zero crossings occurred to the 

frame length. The equation 3 shows the formula to 

calculate zero crossing rate. 

        
N 1

i 1

1
Z sgn{ x ( i )} sgn{ x ( i 1 )}

2 N

−

=

= − −∑               (2) 

where, sgn{x(i)} stands for the sign function, i.e. 

1;x ( i ) 0

sgn{ x ( i )} 0 ;x ( i ) 0

1;x ( i ) 0

>
= =
− <

                        (3) 

By using the above equation the ZCR for each signal is 

calculated. From the testing results we observed that 

the ZCR for female speech is higher than that of the 

male speech. 

 

3.1.3. EE 

EE in speech signal is defined as the sudden different 

changes in the energy level of a speech signal. To 

calculate EE, initially the speech signal is split into k  
frames and then the normalized energy for each frame 
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is evaluated. The formula to calculate energy entropy 

is given below: 

k 1
2 2

2

i 0

E .log ( )σ σ
−

=

= −∑                       (4) 

where, σ
2
 is the normalized energy. 

By using the above equation the EE is computed. From 

the testing results we have observed that the energy 

entropy for males is low and distributed while for 

females it is high and remains for a short period.  

The features used in our method are explained in the 

above sections. Next process is to identify the 

percentage of male and female feature present in the 

given speech signal using fuzzy logic and neural 

network.  

 

3.2. Identifying Male and Female Feature    

       using Fuzzy Logic  

Fuzzy Logic offers several unique parameters which 

alternatively produces better results in many control 

problems [5]. Fuzzy logic here is used to calculate the 

percentage of various male and female features 

presents in the given speech signal. Generally fuzzy 

logic consists of three important steps. This includes 

fuzzification, generating fuzzy rules and 

defuzzification. In the fuzzification process the system 

data is converted in to fuzzy data. For fuzzification 

process triangular membership function is used. Next 

process after this is generating fuzzy rules. Figure 1 

shows the structure of fuzzy logic used in the proposed 

method with 3 input variables and one output variable. 

 

 
Figure 1. Structure of fuzzy used in our method. 

 

3.2.1. Fuzzy Rules Generation 

The input to our fuzzy logic is energy entropy (E), 

short time energy (S) and zero crossing rate (Z) and the 

output obtained from the fuzzy is the percentage of  

various male and female features which are present in 

the given speech signal. The input variables are 

fuzzified into three various sets namely; large, medium 

and small and the output variable is fuzzified into three 

sets namely; male, female/male and female. In female 

/male the speech signal belongs to either male or 

female. The fuzzy rules generated are shown in Table 

1.  

After generation of fuzzy rules the next step is to 

train fuzzy logic. The fuzzy logic is trained by using 

the rules shown in Table 1. To train fuzzy logic, 

training datasets are to be generated. The input training 

dataset is generated as {[Emax,Emin], [Smax,Smin], 

[Zmax,Zmin]}. After completion of training, the fuzzy 

logic obtained is ready for practical operation. In 

testing if we will give E, S and Z values as input to the 

fuzzy logic it will provide the output as the feature 

belong to male or female. 
    

Table 1.  Fuzzy rules. 

S. No               Fuzzy Rules for Gender Classification  

1 if  E=high  and  S=low  and  Z=low,  then  Male  

2 if  E=high  and  S=low  and  Z=medium,  then  Female/Male  

3 if  E=high  and  S=low  and  Z=high,  then  Female  

4 if  E=high  and  S=medium  and  Z=low,  then  Female/Male     

5 if  E=high  and  S=medium  and  Z=medium,  then  Female  

6 if  E=high  and  S=medium  and  Z=high,  then  Female  

7 if  E=high  and  S=high  and  Z=low,  then  Female     

8 if  E=high  and  S=high  and  Z=medium,  then  Female  

9 if  E=high  and  S=high  and  Z=high,  then  Female  

10 if  E=medium  and  S=low  and  Z=low,  then  Male     

11 if  E=medium  and  S=low  and  Z=medium,  then  Male  

12 if  E=medium  and  S=low  and  Z=high,  then  Female  

13 if  E=medium  and  S=medium  and  Z=low,  then  Female/Male     

14 if  E=medium  and  S=medium  and  Z=medium,  then  Female/Male  

15 if  E=medium  and  S=medium  and  Z=high,  then  Female/Male  

16 if  E=medium  and  S=high  and  Z=low,  then  Female/Male     

17 if  E=medium  and  S=high  and  Z=medium,  then  Female/Male  

18 if  E=medium  and  S=high  and  Z=high,  then  Female  

19 if  E=low  and  S=low  and  Z=low,  then  Male     

20 if  E=low  and  S=low  and  Z=medium,  then  Male  

21 if  E=low  and  S=low  and  Z=high,  then  Male  

22 if  E=low  and  S=medium  and  Z=low,  then  Male     

23 if  E=low  and  S=medium  and  Z=medium,  then  Male  

24 if  E=low  and  S=medium  and  Z=high,  then  Female/Male  

25 if  E=low  and  S=high  and  Z=low,  then  Female/Male     

26 if  E=low  and  S=high  and  Z=medium,  then  Female/Male  

27 if  E=low  and  S=high  and  Z=high,  then  Female  

 

3.3. Identifying Male and Female Feature using 

Neural Network  

The main aim of the classification ANNs is to produce 

an exact output based on the input parameters [7]. 

Neural networks are used here to calculate the 

percentage of female and male features present in a 

given speech signal. Basically neural network consists 

of three layers namely; input layer, hidden layer and 

output layer. In our method input layer has three 

variables, hidden layer has n variables and output layer 

has one variable. The input to the neural network is 

energy entropy, short time energy and zero crossing 

rate. The two stages of operation which takes place in 

neural network are training stage and testing stage. For 

training of neural network, training dataset is 

generated. The input training dataset is generated as 

{[Emax,Emin], [Smax,Smin], [Zmax,Zmin]}. Figure 2 shows 

the structure of neural network used in the proposed 

method with 3 input variables and one output variable. 
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Figure 2. Structure of neural network used in proposed method. 

 

3.3.1. Neural Network Training for Gender   

           Classification  

The steps for training the neural network are:  

• Step 1: Initialize the input weight of each neuron. 

• Step 2: Apply a training dataset to the network. 

Here E, S and Z are the input to the network and 

M/F is the output of the network. 

  
)r(yWF/M

n

1r

1r2∑
=

=
                    (5) 

where, 

 
11 r

1
y ( r )

1 exp( w .( E S Z ))
=

+ − + +
             (6) 

Equation 5, represents the activation function 

performed in the output and input layer respectively. 

• Step 3: Adjust the weights of all neurons. 

• Step 4: For each E, S and Z corresponding male and 

female feature is computed.  

• Step 5: Repeat the iteration process till the output 

reaches its least value. 

After completing the training neural network is ready 

for various practical applications. Next step after 

completion of training is testing neural network. 

During testing speech signal is given as input, it 

provides the percentage of male and female feature 

present in that signal. 

 

3.4. Gender Classification for the Given Speech 

Signal 

After completing the process of training fuzzy logic 

and neural network, the next process is to identify the 

gender of the speaker. The initial step is to compute the 

mean value of output obtained from fuzzy logic and 

neural network. The mean value is calculated using the 

equations given below: 

2

SS
S

NNfuzzy
final +

=                           (7) 

where, S
fuzzy
 is the output generated from fuzzy logic 

and S
NN
 is the output obtained from neural network. 

After calculating these mean values, the speech 

signal is splitted in to male and female using a 

threshold value.  

             






>

<
=

male then ; SS f

female then ; SS if
tionclassifica

thresholdfinal

thresholdfinal  

From the above equation we obtain the speaker 

belongs to which gender. The threshold used in our 

method is 0.5. 

 

4. Result and Discussions 

This proposed technique was implemented in 

MATLAB 7.10 and is tested for different speech 

signals from Harvard-Haskins database [24]. Here 80 

speech signals are taken as an input and then splitted 

into four datasets. Initially the neural network and 

fuzzy logic is trained by using some speech signal, and 

testing is performed by using a set of speech signal as 

input to the proposed method so that it identifies the 

speaker gender. The result of proposed technique i.e., 

combination of fuzzy logic and neural network are 

compared with the Fuzzy Logic (FL) and Neural 

Network (NN), Naive Bayes (NB) and using pitch as 

feature. From the comparison results, it is clear that our 

method is better than the other methods. 

The performance of the proposed method, fuzzy 

logic and neural network are explained separately in 

the below sections. 

 

4.1. Performance Analysis of Gender  

       Classification  

The True Positive (TP), True Negative (TN), False 

Positive (FP) and False Negative (FN) values are 

calculated from the results obtained to the proposed 

method, fuzzy logic and neural network. The above 

four values are used to compute performance 

parameters like false positive rate (α), false negative 
rate (β), sensitivity (SE), specificity (SP), Likelihood 

Ratio Positive (LRP), Likelihood Ratio Negative 

(LRN), Accuracy (Acc) and Precision (Pre) using the 

equations given below: 

)TNFP(

TN
SP

+
=  

)FNTP(

TP
SE

+
=  

)TNFP(

FP

+
=α  

)FNTP(

FN

+
=β  

)yspecificit1(

ySensitivit
LRP

−
=  

yspecificit

)ySensitivit1(
LRN

−
=  

FNTNFPTP

TNTP
Acc

+++
+

=  

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 
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TP
ePr

+
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Using these above equations the performance of 

proposed method, FL, NN, NB and using pitch is 

calculated and values obtained are displayed in the 

below table for all the four dataset. Here we have 

tested 80 speech signals which are divided into 4 

datasets with 20 signals each. 
 

Table 2. Performance analysis. 

 Data Set 
Proposed 

Method 
FL NN NB 

Using 

Pitch 

SP  

 

1 0.8 1 0.8 0 0.1 

2 0.8 1 0.8 0 0.2 

3 0.8 1 0.8 0 0.1 

4 0.7 1 0.7 1 0.2 

SE 

1 0.5 0 0.5 0.5 1 

2 0.4 0 0.4 1 1 

3 0.3 0 0.3 1 1 

4 0.3 0 0.3 0 1 

TP 

1 5 0 5 5 10 

2 4 0 4 10 10 

3 3 0 3 10 10 

4 3 0 3 0 10 

TN  

 

1 8 10 8 0 1 

2 8 10 8 0 2 

3 8 10 8 0 1 

4 7 10 7 10 2 

FP  

 

1 2 0 2 10 9 

2 2 0 2 10 8 

3 2 0 2 10 9 

4 3 0 3 0 8 

FN  

 

1 5 10 5 5 0 

2 6 10 6 0 0 

3 7 10 7 0 0 

4 7 10 7 10 0 

αααα 

1 0.2 0 0.2 1 0.9 

2 0.2 0 0.2 1 0.8 

3 0.2 0 0.2 1 0.9 

4 0.3 0 0.3 0 0.8 

β 

1 0.5 1 0.5 0.5 0 

2 0.6 1 0.6 0 0 

3 0.7 1 0.7 0 0 

4 0.7 1 0.7 1 0 

LRP 

 

1 2.5 0 2.5 0.5 1.11 

2 2 0 2 1 1.25 

3 1.5 0 1.5 1 1.11 

4 1 0 1 0 1.25 

LRN 

 

1 0.625 1 0.625 0 0 

2 0.75 1 0.75 0 0 

3 0.875 1 0.875 0 0 

4 1 1 1 1 0 

Acc  

 

1 0.65 0.5 0.55 0.25 0.5 

2 0.6 0.5 0.6 0.5 0.55 

3 0.55 0.5 0.5 0.5 0.5 

4 0.5 0.5 0.5 0.5 0.6 

Pre 

1 0.714 0 0.714 0.33 0.526 

2 0.667 0 0.667 0.5 0.55 

3 0.6 0 0.6 0.5 0.526 

4 0.5 0 0.5 0 0.55 

 

Table 2 shows the performance of proposed method 

and other methods like fuzzy logic, neural network, 

Naive Bayes and using pitch for various performance 

parameters. From the table obtained above, it is clear 

that the accuracy of the proposed method is very much 

better than the fuzzy logic and neural network, Naive 

Bayes and using pitch. The graph of accuracy, 

specificity, sensitivity and precision values obtained 

from each dataset for proposed different methods, 

fuzzy logic, neural network, Naive Bayes and using 

pitch are shown below.  

 

   
 A
cc
u
ra
cy
 

                             Accuracy vs Dataset 

 
                                    Dataset 

Figure 3. Comparison graph for accuracy vs dataset. 
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                             Specificity vs Dataset 

 
                                    Dataset 

Figure 4.  Comparison graph for specificity vs dataset. 
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                             Specificity vs Dataset 

 
                                    Dataset 

Figure 5. Comparison graph for sensitivity vs dataset. 

 

  
  
 P
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ci
si
o
n
 

                             Precision vs Dataset 

                                    Dataset 

Figure 6. Comparison graph for precision vs dataset. 

 

The above Figures 3, 4, 5, and 6 shows the 

accuracy, specificity, sensitivity and precision vs 

dataset graph respectively for proposed method, fuzzy 

logic, neural network, Naive Bayes and using pitch. 

From the above graphs it is clear that the proposed 

method is better than other methods.  

Figure 7 shows the membership function used for 

training fuzzy logic and Figures 8, 9 and 10 shows the 

performance, regression and training graph obtained 

during the training of neural network respectively. 

 

 

(16) 
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Figure 7. Fuzzy member ship function used in proposed method. 

 

 

Figure 8. Performance graph obtained during neural network 

training. 

 

 

Figure 9. Regression graph obtained during neural network 

training. 

 

 

Figure 10. Training graph obtained during neural network training. 

 

5. Conclusions 

In this paper, a novel gender classification technique in 

speech processing using neural network and fuzzy 

logic was proposed. In this technique gender 

classification is performed by considering three 

different features such as energy entropy, short time 

energy and zero crossing rates. Firstly mean values are 

calculated for three features by using training dataset 

and percentage of male and female features which are 

present in the speech signal are computed using fuzzy 

logic and neural network individually and then the 

mean value is taken to identify the gender of the 

speaker. This approach was implemented in the 

working platform of MATLAB for testing. The 

proposed method was tested using Harvard-Haskins 

database. During testing if a speech signal is given as 
input it will identify the gender of the speaker to which 

speaker belongs. The results obtained from proposed 

method are compared with the fuzzy and neural 

network, Naive Bayes and using pitch as feature. 

Comparison results have shown that our method is 

better than the other methods in gender classification.  
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