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Abstract: In this work, machine learning techniques are deemed to predict student academic performances in their historical 

performance of Final Grades (FGs). Acceptance of Technology enabled the teaching-learning processes, as it has become a 

vital element to perceive the goal of academic quality. Research is improving and growing fast in Educational Data Mining 

(EDM) due to many students' information. Researchers urge to invent valuable patterns about students' learning behavior 

using their data that needs to be adequately processed to transform it into helpful information. This paper proposes a 

prediction model of students' academic performances with new data features, including student's behavioral features, 

Psychometric, family support, learning logs via e-learning management systems, and demographic information. In this paper, 

data collection and pre-processing are firstly conducted following the grouping of students with similar patterns of academic 

scores. Later, we selected the applicable supervised learning algorithms, and then the experimental work was implemented. 

The performance of the student's predictive model assessment is comprised of three steps: First, the critical Feature selection 

approach is evaluated. Second, a set of renowned classifiers are trained and tested. Third, ensemble meta-based models are 

improvised to boost the accuracy of the classifier. Subsequently, the present study is associated with the solutions that help the 

students evaluate and improve their academic performance with a glimpse of their historical grades. Ultimately, the results 

were produced and evaluated. The results showed the effectiveness of our proposed framework in predicting students' 

academic performance. 
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1. Introduction 

An overabundance of data relating to students in digital 

format permits the educational institutes to analyze the 

patterns for decision making. The acceptance of 

technology allows us to process and transform the data 

that will assist educators, administrators, and 

policymakers in bettering education quality [9]. higher 

education sectors believe students' academic 

performance is one of the essential criteria in assessing 

them. they also focus on producing graduates with 

superior academic performances and extra-curricular 

pursuits. Students' academic performance depends on 

socioeconomic, personal, and other environmental 

variables. 

Meanwhile, understanding such aspects and their 

 
influence on the performance hep them to make an 

early decision. Evaluating students' information to 

categorize them in making good decisions or 

developing their performance is essential to research 

that focuses primarily on interpreting and analyzing 

educational data. Later, this data can be used for 

Learning Analytics (LA), which is provided to 

stakeholders via data mining methods known as 

Educational Data Mining (EDM). EDM allows that, in 

turn, reduces the learning overheads and the time and 

space to mine the student data and predict their 

academic performances based on the features, 

including academic, behavioral, and demographic. 

Surprisingly, educators associated with this domain 

require an early warning system as a prompt via EDM 
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[2]. the main key features of this study examine the 

status of students (i.e., pass or fail), grades, and final 

exam marks resembling the debilitation in their 

performances and achievements. 

Underpinning the aims of the present study is the 

notion that the research described sheds light on the 

classification in conjunction with ensemble methods 

evaluated on a new collection of features, including 

demographic, academic, personal, family, 

psychometric, and learning log. further, we devised 

attribute selection which is based upon both a filter and 

a wrapper-based method. the main contribution of this 

study is the exploration of the best impactful features 

that play a vital role in predicting students' 

performance. Second, analysis of attribute selection 

based on improvised filter and wrapper based method. 

Third, a novel ensemble classification approach 

extracts invisible and intrinsic connections between the 

feature of students and their performances. fourth, the 

prediction of students' performances shows accurate 

and optimized outcomes for the betterment of 

education institutes. 

In the previous works of EDM, prediction of 

students' performances emphasizes more with a set of 

features about academic subjects via marks only. The 

authors analyzed the typical progression of students 

using only academic marks in the entire degree 

program from the first to last semester [6]. however, 

students, especially reserved personalities, always feel 

less motivated and could not get higher marks. it 

entails that most researchers have carried predictions 

analysis with the academic features such as subjects in 

degree program/exams (i.e., induced with marks only), 

which is not validated when viewed from socio-

economical and psychological lenses [3]. even though 

students' attainment doesn't rely upon final marks in 

their academic performance, adhering to functional 

performance, social attainment, parental support, 

psychometric analysis, and online activity via learning 

logs play a vital role in students' performances. 

Henceforth, researchers were involved in formulating 

prediction models that were constrained with academic 

attainment, where they neglected the attainment of 

social and functional features in their analysis as 

reported by [1, 4]. 

Conversely, researchers focused on academic, 

demographic, personal, social, and family as reported 

by [10]. the nature of features used in their experiments 

was lacking the effectually that could not impact the 

overall performance. for example, some features are 

used as parental support, assuming the mother and 

father should have a role during their nurturing. As a 

result, researchers emphasized their educational data, 

which was perceived only with parents' basic 

information and their occupation, which is insufficient 

in any educational setting. similarly, results of 

academic features (retained with marks/scores) in 

predicting students' performances may not be 

applicable and viable in the long term. In contrast, 

researchers improved their analysis by including 

demographic, personal, and academic attributes, but 

they could not exploit the analysis regarding real 

scenarios in educational settings. for instance, the 

prediction of students through online courses is the 

main focus in EDM (e.g., via MOOC), wherein 

features including the number of clicks, login attempts, 

etc., have remained core features in predicting students 

with low performances [11] 

This study has been guided with such features easily 

accessible in any educational setting, and they can be 

associated with a student's performance. As discussed 

in section 1, EDM and LA play a vital part in students' 

cooperative learning; thereby, our analysis induced 

with the dataset that provides one of the features 

known as learning logs. it enables students to log into 

the system before final exams for their assessment and 

perform activities like questioning, clarification, and 

interpretation [8]. in addition, the teacher construes the 

learning session that shows the superiority of the 

contribution is imitated in the students' participation. 

we used quantitative and qualitative indicators before 

exams, such as the learning logs and psychometric 

features, in conjunction with Data Mining (DM) 

techniques to determine and build substitute 

representation and models for underlying data. in 

contrast, we use educational data in predicting the 

academic performance of students that in turn 

evaluating the effect of the different features, namely 

Demographic (DE), Academic (AC), Personal (PE), 

Psychometric (PS), Family (FA), and Learning Logs 

(ll). we examined our analysis in the realm of Machine 

Learning (ML), namely, tree, logistic, function, neural 

network, rule, and instance-based algorithms with 

ensemble methods such as boosting and bagging, as 

they enhance the model's accuracy.  

This paper is the extension of already published 

paper, which include ensemble meta-base prediction 

model. we improvised a novel Ensemble Classification 

Approach (ECA), which applies different DM 

techniques in predicting the current status of students, 

and it analyses all features that a student ought to be 

reflected in any general educational setting. 

The paper is further organized: section 2 presents 

the background and related literature. section 3 

discusses the data collection and pre-processing steps 

followed in this study. section 4 describes the 

methodology of the proposed ensemble classification 

approach. section 5 presents the discussion of the result 

analysis. Finally, section 6 presents the conclusions. 

2. Data Description 

The progression period was analyzed from 2016-to 

2018, wherein each year, students were logged into the 

learning log session once before the final exams. as 

mentioned in section 2, the dataset is collected from 
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the online educational system Smart Learning Partner 

(SLP) at advanced innovation center for future 

education, beijing normal university [5]. the data 

gathering consists of 11814 students from 31 local 

schools in beijing that were categorized into seven 

subjects. the features are divided into six categories: 

de, pe, ac, ps, fa, and ll. overall, students cover only 

three concepts in biology subject. the final grade 

comprises three partial components scores (i.e., PS, 

Learning Logs Score (LS), and Final Score (FS)). each 

score is weighted differently: ps is 25%, ll is 35%, and 

fs is 40%. This formula applies equally to all students 

and is a curricular definition fed into the data pre-

processing (see Figure 1). 

 

Figure 1. Correlation of all features used in this study. 

Further, we eliminated the duplicate and null value 

records, and the main concern was to execute a 

procedure to anonymize the data to comply with 

international data protection standards. thus, this 

procedure is induced by removing or replacing the 

personal data fields (identification number, exam id, 

and course id). the experiments were performed in the 

microsoft azure studio, rapid miner, weka 

(https://www.cs.waikato.ac.nz/ml/weka/) (waikato 

environment for knowledge analysis), as they are well-

known ML platforms to carry out a series of 

experiments. before data is fed into the experiments, it 

is presented via visual graphs to escalate the 

correlation between all the columns concerning the 

final result (pass or fail the course, column "situation"; 

red = “fail,” blue = “pass”). 

3. Methodology 

ECA follows the classification models evaluated based 

on cross-validation and split validation (see Figure 2). 

in the pre-processing phase, raw data is transformed 

into an organized format, and it is collected from SLP 

into a single repository (i.e., a data management 

system). redundancy is a common problem occurred 

when integrating data, and this is why we used a 

centralized database system to fetch students' data 

uniquely via queries. data consistency is handled by 

filtering the missing and noisy data, and the dataset 

occupied by this study does not contain any missing 

and outliers.  
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Figure 2. A framework of an ensemble classification approach. 

Further, we transformed specified data from 

numerical values into bi-nominal values, such as 

attributes including 'live campus', and 'is_only_child' 

are converted into bi-nominal. The target variable 

(class label) is known as 'situation', which describes 

whether a student passes or fails. once data is ready, 

Attribute Selection (AS) is implemented using filter 

and wrapped-based methods. filter-based includes 

'attribute evaluator' via search methods, namely 'ranker' 

and 'greedy stepwise'. on the contrary, wrapper 

methods use combinations of each pair of attributes 

and evaluate the best features that achieve higher 

accuracy. a 10-fold cross-validation model is 

performed in the model evaluation phase to validate 

the classification results. After that, ensemble-based 

classification is performed via split validation (i.e., 

70% training and 30% testing). Finally, the comparison 

and results of ensemble meta-based classification 

against baseline model performances (via cross-

validation) are validated. 

4. Experiment Results 

The proposed framework evaluates the analysis of the 

classification models with ensembles methods that can 

achieve better performances in predicting students' 

performances. we explain three essential issues:  
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1. Attribute analysis using attribute selection methods,  

2. Analysis of state-of-the-art prediction models 

3. Prediction model performances via ensemble 

methods. experiments were performed using Rapid 

miner studio, microsoft azure studio, and weka. the 

performances are measured in terms of accuracy, 

kappa, and F1-score via both 10-cross validation 

(i.e., baseline performances), and split validation 

(i.e., ensemble methods). experimental results 

highlight the RQs as discussed in section 1. 

4.1. Filter Based Attribute Selection Via 

Ranking with Models 

Another way to get feature weights in filter-based 

methods is to use the model-based attribute selection. it 

provides a resultant weight vector that describes 

whether an attribute is essential for the learning 

algorithm. the concrete calculation scheme is different 

for all learners. after that, we selected those models 

that can compute the weight score of attributes and 

evaluate their effect on student performance. weight 

score is evaluated using the models, including: 

1. Decision tree - Gini Index (DT-GI). 

2. Decision tree - Information Gain (DT-IG). 

3. Decision tree -Gini Ratio (DT-GR). 

4. Random Forest (RF). 

5. Deep Learning (DL). 

6. Logistic Regression (LR). 

7. Naïve Bayes (NB). 

each attribute can be distinguished in each model 

through a stacked bar via its unique pattern/color (see 

Figure 3). 

It is worth noting that most selection of attributes 

remained the same as they found using the rank-based 

method, adhering to a total of 18 attributes and 

estimated score of weight ranging between 0.01 and 

0.60. the weight score is described as the number of 

times the model ranks each attribute. 

4.2. Wrapper Based Attribute Selection Using 

A Possible Combination Of All Attributes 

Attributes used in this study are devised into six 

categories, and results performances are measured in 

terms of accuracy, kappa, and F1-score. first, we 

choose a single category of attributes (i.e., de, pe, fa, 

ac, ps, and ll), and the results indicate that 

demographic attributes gained low accuracy. at the 

same time, academic and family features achieved 

higher and constant scores in each model (see Figure 

4). at the same time, remaining attributes' scores (e.g., 

pe, ps, ll) fluctuate from low or high scores due to the 

worst performances of some classification models. In 

the combination of two categories (such as fa, ps, pe 

and ll were given good performances as shown in 

Figure 5. additionally, fa+ll, ps+ll, and pe+ll gained 

highest score (.89, 0.9, 0.93), (0.86, 0.60, 0.91), and 

(0.9, 0.7, 0.93), respectively. In a set of three 

combination of categories, including family and 

learning log in combination with demographic, 

personal, and academic attributes showed better 

performances. results indicate that de+fa+ll, pe+fa+ll, 

and ac+fa+ll achieved the better scores (0.90, 0.74, 

0.93), (0.90, 0.74, 0.93), and (0.90, 0.74, 0.93), 

respectively (see Figure 6). In a combination of four 

categories; de+pe+fa+ll, pe+fa+ac+ll, and ac+fa+ps+ll 

achieved improved scores (0.90, 0.77, 0.93), (0.90, 

0.74, 0.93), and (0.90, 0.74, 0.93), respectively (see 

Figure 7). 
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Figure 3. Attribute selection: performances of the model-based 

method. 

4.3. Effect oF Attributes VIA Decision Trees 

Figure 8 presents features' effects, including the 

academic, family, and psychometric categories. These 

attributes include “distance-to-downtown,” “students 

living on campus,” and teachers with bachelor's 

degrees, which impacts the final situation of students 

where the rate of teachers with bachelor's degrees per 

school is more significant. similarly, family attributes 

such as mother and father students impact their final 

situation as pass or fail. thus, it concludes that students 

can pass their exams with superior scores, including 

family, academic, and psychometric attributes. 

additionally, failed students could emphasize their 

academic, family, and psychometric scores that may 

help them pass the exams. 

4. Ensemble Meta-Based Model  

This experiment integrates classification models with 

ensemble meta based models (i.e., bagging and 

boosting and adaboost). only seven classification 

models were selected in this experiment whose 

performances were better using 10-fold cross-

validation as reported in [7]. ensemble meta models 
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can optimize the performances of the classifiers and 

evaluate via accuracy, kappa, and F1-score. the results 

indicate that k-star and DT-IG achieved the highest 

scores, respectively (see Table 1). overall, the results 

performances of classification models DT-GI, DT-GR, 

RF-GI, RF-GR, and k-Star gained superior scores 

when ensemble with bagging and boosting. results 

validate that performance of each classification model 

gained high accuracy when used with all the ensemble 

meta-based model (i.e., bagging+Boosting+AdaBoost 

). for the most part, k-star and DT-IG were also found 

better when integrated with ensemble meta-based 

predition model. therefore, these results confirm that 

the ensemble meta-based can boost the prediction 

model performances. 

 

  
Figure 4. Attribute selection: performance of single category of attributes. 

 

Figure 5. Attribute selection: performance of two category of attributes. 

 

Figure 6. Attribute selection: performance of three category of attributes 

 

Figure 7. Attribute selection: performance of four category of attributes. 

 

 

 

 



528                                             The International Arab Journal of Information Technology, Vol. 19, No. 3A, Special Issue 2022 

Table 1. Results performance using ensemble meta-based prediction model. 

Model Bagging+ AdaBoost_DT(IG) Boosting +AdaBoost_DT(IG) Bagging+Boosting+AdaBoost_DT(IG) 

Acc Kappa FM Acc Kappa FM Acc Kappa FM 

DT-IG .92 .75 .82 .93 .75 .83 .95 .75 .83 

DT-GI .891 .73 .8 .891 .73 .8 .891 .73 .8 

DT-GR .91 .72 .81 .91 .72 .81 .91 .72 .81 

RF-IG .9 .73 .8 .9 .73 .8 .9 .73 .8 

RF-GI .9 .73 .8 .9 .73 .8 .9 .73 .8 

RF-GR .9 .73 .8 .9 .73 .8 .9 .73 .8 

K-Star .92 .745 .81 .93 .745 .82 .94 .745 .82 

 

Figure 8. Impact of family attributes. 

5. Conclusions 

We present a novel classification approach that 

performs feature selection via an improvised filter and 

wrapper-based method. We testify our experiments on 

a large dataset composed of new features in different 

domains. the proposed framework validates the results 

via both 10-cross validation and split validation. 

moreover, ensemble meta-based model identify 

students' performances, whether they pass or fail in 

their final exams. it resembles an indiscernible and 

intrinsic connection between the feature of students 

and in their performances. our findings indicate that 

ensemble meta-based methods are devised with a 

classification model that can help predict students' 

performances. the results also indicate that features 

including family, psychometric, and learning logs are 

more impactful and can be given much attention in any 

educational setting in predicting student performance. 
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