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Abstract: Our study aims to investigate the stability and the selection accuracy of feature selection performance under different 

data complexity. The motivation behind this investigation is that there are significant contributions in the research community 

from examining the effect of complex data characteristics such as overlapping classes or non-linearity of the decision boundaries 

on the classification algorithm's performance; however, relatively few studies have investigated the stability and the selection 

accuracy of feature selection methods with such data characteristics. Also, this study is interested in investigating the interactive 

effects of the classes overlapped with other data challenges such as small sample size, high dimensionality associated with 

irrelevant features, and imbalance classes to provide meaningful insights into the root causes for feature selection methods 

misdiagnosing the relevant features among different real-world data challenges. This analysis will be extended to real-world 

data to guide the practitioners and researchers in choosing the correct feature selection methods that are more appropriate for 

a particular dataset. Our study outcomes indicate that using feature selection techniques with datasets of different characteristics 

may generate different subsets of features under variations to the training data showing that small sample size and overlapping 

classes have the highest impact on the stability and selection accuracy of feature selection performance, among other data 

challenges that have been investigated in this study. Also, in this study, we will provide a survey on the current state of research 

in the feature selection stability context to highlight the area that requires more attention for other researchers.  
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1. Introduction 

In the context of feature selection, the main concern in 

using feature selection techniques is to improve the 

generalisation capabilities of the machine learning 

algorithms [4, 13, 43]. A wide range of feature selection 

algorithms have been developed in various application 

areas and proved to boost prediction accuracy. 

However, little attention has been paid to their stability, 

which is defined as the ability of the feature selection 

technique to produce the same results at each run, even 

following small perturbations of the dataset [13, 15, 39, 

43, 44]. However, as these techniques were not 

intentionally developed to produce stable features thus, 

stability was not analysed and was generally neglected 

until recently [44, 39, 38]. The importance of having 

stable feature selection outcomes comes from the fact 

that there are some domains where feature selection is 

not used only to improve classification performance; 

more importantly, feature selection techniques are used 

as a knowledge discovery tool to identify the 

characteristic(s) of the observed event [20, 22]. For 

example, the medical domain encompassing 

bioinformatics, genetics, and medicine, require an 

understanding and identification of the relevant features  

 
as this is essential for discovering new hidden 

knowledge within the DNA (genes); this can guide the 

genetic analysis to pinpoint the critical biomarkers that 

help to diagnose a disease or its medication (i.e. they 

help to understand why they specific cause a disease, or 

why they would be instrumental in the treatment) [2]. 

However, having different subsets of features at each 

run under variations to the training data [4, 7] will 

confuse the domain experts and reduce their confidence 

in validating selected features. Furthermore, the 

practitioners mostly assume that if the data-target 

concept is fixed, the relevant features are also fixed and 

expect that the feature selection algorithms behave the 

same across different dataset’s properties. So, to obtain 

accurate and stable feature selection outputs, it is 

necessary to explore the dataset’s properties and use it 

as a guide to select the proper method for a given 

problem and enhance model interpretability. 

However, there are relatively few criteria in the 

literature to evaluate the efficiency of feature selection 

outputs [44]. One widespread criterion used to evaluate 

feature selection techniques is the prediction 

performance of the selected features, which can only 

ever be an indirect evaluation of the feature selection 
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method. Another criterion that has recently drawn 

attention in the feature selection community is the 

stability of feature selection techniques. The researchers 

argued that besides performance accuracy, obtaining 

stable feature selection outcomes is vital to building a 

reliable and transparent model [4, 7]. Comparing both 

evaluation criteria (of predictive accuracy and stability) 

to assess the feature selection outputs, it has been found 

that the former depends on the inductive learning 

algorithms and the generalisation ability of feature 

selection methods, while the latter is dependent on the 

characteristics of the data [4, 7]. 

The remainder of this paper is presented as follows: 

section 2 explains our contribution. Section 3 provides 

a brief description of the stability of feature selection. 

Section 4 discusses the related works in the stability 

context. Section 5 describes the study methodology. 

Finally, section 6 presents study's conclusion.  

2. Our Contribution 

Our study provides a survey on the current state of 

research in the feature selection stability context as 

covered in the related works section. Another 

motivation for the research presented in this paper is that 

there are significant contributions in the research 

community from examining the effect of complex data 

characteristics on classification algorithms 

performance; however, relatively few studies have 

investigated the stability and the selection accuracy of 

feature selection methods with complex data 

characteristics. Accordingly, this study conducts an 

empirical study to validate this assumption by 

answering the following questions: 

1. Do the following challenges affect feature selection 

stability and selection accuracy? (Irrelevant features 

/high dimensionality, noise, small sample size, 

imbalanced classes, class overlap and non-linearity 

of the decision boundaries). 

2. Among these challenges, which most significantly 

impacts feature selection stability and accuracy?  

3. Is the stability performance data-dependent or 

algorithm-dependent?  

4. Is there a relationship between stability and the 

subsequent selection accuracy? 

Answering the above questions will provide meaningful 

insights for the practitioners and researchers to choose 

the correct feature selection methods that are more 

appropriate for a particular dataset, if the qualities of the 

dataset are known, and give insight into when the 

methods fail with real-world datasets. Furthermore, the 

literature has noticed that most of the empirical studies 

in the context of feature selection stability examined the 

behaviour of filter methods with little focus on the 

embedded and wrapper methods due to the high 

computational cost for the latter. Thus, to meet this gap, 

this work conducts a comprehensive comparison study 

to explore the behaviour of six commonly used feature 

selection techniques from the filter, wrapper, and 

embedded methods. 

3. Stability of Feature Selection 

The stability of a feature selection method is defined as 

the degree of agreement between its outputs when 

applied to randomly selected subsamples from the same 

dataset [4, 30, 13, 49]. In other words, it is the 

insensitivity of the feature selection outcomes to 

variations in the training data set [30]. Other researchers 

consider an algorithm unstable if a minor change in data 

causes substantial changes in the feature selection subset 

[35]. However, many measurements/metrics have been 

proposed in the literature to quantify the similarity 

between the feature selection outputs to measure the 

stability performance. According to the literature, these 

measurements/metrics are constructed based on two 

concepts: either similarity-based or frequency-based. In 

the similarity-based concept, the similarity between 

different feature sets is computed, and the average 

similarity over all pairs of feature subsets is calculated. 

Whereas in the frequency-based approach, the frequency 

of the feature occurrence is calculated by representing 

the selected features as a binary string. Nogueira et al. 

[35] have stated five desirable properties of stability 

measure, which are: fully defined, strict monotonicity, 

bounds, maximum stability and correction for chance; a 

full description of these properties can be found in [19, 

20].  

However, based on the literature, the stability 

measures/metrics can be categorised according to the 

type of feature selection outputs, where it has three 

different representations [13, 14, 33, 34]: 

3.1. Stability by Index 

This measurement is proposed to handle a subset of 

features outputs where it represents the features as a 

binary vector with cardinality equal to the total number 

of features. To find the similarity between the subsets, 

the index measurements assess the amount of overlap 

between the resulting subsets and measure the stability 

accordingly. Examples for this measurement are Jaccard 

index, Dice's coefficient, and Kuncheva index. 

3.2. Stability by Rank 

This measurement is proposed to handle the ranking 

feature selection output; unlike the index measure, it 

assesses stability by evaluating the correlation between 

ranking outputs; an example of this method is  

Spearman's Rank Correlation Coefficient (SRCC) 

3.3. Stability by Weight 

Similar to the rank method, this method assesses 

selection stability by evaluating the correlation between 
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two sets of weighted features outputs; an example of this 

method is Pearson's Correlation Coefficient (PCC). 

4. Related Works 

During the last decade, the stability issue has started to 

gain the attention of the feature selection community [4, 

43]. Generally, researchers in the literature handled the 

stability issues differently; some studies examined the 

stability from a data perspective, while others 

investigated stability from the learning algorithm 

perspective. In the following section, we will cover the 

existing studies that focus on the stability issues; we 

have categorised the researchers' contributions into four 

groups based on the strategy adopted to tackle the 

stability issues, as shown in Figure 1. Worth noting that 

there might be additional studies in the literature that 

help indirectly to tackle the stability issues. However, 

our primary focus in this work is to present the existing 

studies that aim mainly to examine the feature selection 

stability. 

 
Figure 1.Taxonomy of researchers' contributions on the stability of 

feature selection. 

4.1. Dataset Perturbation Technique 

The researchers in the literature have proposed different 

data perturbation approaches to enhance the stability 

performance, which is usually implemented before 

applying any feature selection methods. So, the feature 

selection methods are applied to the perturbed data 

instead of the original dataset. However, current 

research shows less attention on this topic. The main 

concern is more on proposing ensemble methods to 

boost stability, which will be covered later in this study. 

The following sub-sections will show the studies 

conducted with this technique. 

4.1.1. Data Reduction  

Some researchers adopted a variance reduction 

approach to tackle the instability of feature selection 

outputs by perturbing the original dataset and creating 

new sub-samples from it. The researchers argued that 

one of the causes of instability is the impact of the high 

variance caused by the noise/outliers on the feature 

selection learning performance; hence creating several 

new reduced datasets by removing the outliers from the 

original dataset may help in reducing the adverse impact 

of the variance [3, 23]. Some works using this approach 

can be found in [3].  

4.1.2. Data Sub-Sampling Techniques  

The basic concept of this approach is to generate a sub-

sample from the original dataset (this technique is 

usually applied in the small sample size dataset) and 

assess the stability of feature selection methods in each 

sub-sample under different levels of overlap degree 

between the sub-samples (the similarity between the 

subsamples). The primary purpose of this technique is 

to mitigate the effect of the data variation by controlling 

the underlying similarity between different sub-samples 

in the dataset since the researchers argued that the 

degree of overlap between the samples impacts the 

stability of feature selection methods [3, 7, 23, 25, 48]. 

Some works using this approach can be found in [23, 

48]. 

4.1.3. Sample Weighting 

The basic idea behind this approach is to assign each 

sample in the training set different weights based on the 

sample's influence on the feature relevance. Then 

feature selection methods are applied in the weighted 

training set [22, 29]. However, the feature relevance is 

determined by the samples' view or local profile 

according to the training data variations. Thus, if a 

sample has a noticeably different local profile from 

other samples, its existence in the training data will 

significantly impact the feature selection outcome. The 

principle of the local profile is that the high-density 

region that contains most of the instances is more 

relevant in determining the important features than the 

low-density region - which may contain outliers that 

may affect the learning process in diagnosing the 

important features. Therefore, according to this 

principle, instances in the low-density region should 

have lower instance weights compared to the high-

density region; thus, the adverse effect of the data 

variance will be reduced in the learning process [22, 28, 

29]. Some works using this approach can be found in 

[22, 28]. 

4.2. Ensemble Feature Selection Techniques 

Recently researchers showed more attention to 

ensemble feature selection techniques by proposing 

frameworks that generate multiple random subsamples 

from the same original dataset (Homogeneous 

Approach) or combine multiple feature selection 

methods and aggregate its several outcomes into a single 

one (heterogeneous approach), in machine learning, this 

combination is called ensemble learning [4, 25, 43]. 

However, the researchers assumed that using such a 

technique would provide more accurate and stable 

results than results produced by a single feature 
selection method as it generates and aggregates different 

perspectives about the relevant features [4, 25, 29, 36, 
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43, 45, 48]. Compared to single-based learning, the 

authors in the literature emphasised that ensemble 

learning is a good tool for discovering hidden knowledge 

related to important features. Since it creates several 

hypotheses that reduce the risk of choosing wrong and 

unstable feature subsets, in other words, aggregating 

several feature selector's opinions will provide a more 

accurate estimation of the optimal feature’s subset than 

a single selector opinion [15, 38, 41].  

In terms of ensemble feature selection, there are three 

main types of this technique proposed in the literature: 

data diversity (homogeneous approach), functional 

diversity (heterogeneous approach), and a hybrid 

approach. Next, multiple ranking output lists will be 

produced after applying one of these types. Then similar 

to the classification ensemble model, multiple lists will 

be aggregated into a single list by using one of the 

aggregation functions proposed in the literature, such as 

mean aggregation, median aggregation, exponential 

aggregation and threshold-based aggregation [4, 43, 48]. 

The following sub-sections will discuss in more detail 

these types and show some recent studies conducted to 

tackle the stability issue. 

4.2.1. Data Diversity (Homogeneous Approach) 

Current studies in the ensemble feature selection 

method showed more interest in the homogeneous 

approach than the other two types mentioned above [4, 

43]. However, the process starts by generating multiple 

random subsamples from the same original dataset to 

achieve the desired data diversity. Although many 

standard sampling approaches can be used in this step, 

such as bootstrapping, data split, k-fold cross-validation 

and over-sampling, the bootstrapping method is 

commonly used in the ensemble feature selection 

approach [43]. In the second step, a single feature 

selection technique is used for each subsample. The 

final step is to aggregate the different results produced 

from each subsample into a single result using the 

aggregation function [4, 16]. Recent studies using this 

approach in the context of feature selection stability can 

be found in [4, 38, 47]. 

4.2.2. Functional Diversity (Heterogeneous 

Approach) 

The heterogeneous methodology follows the opposite 

way of the homogeneous approach; it applies multiple 

feature selection techniques in the same (single) original 

dataset throughout the process. after that, a ranked list 

for each feature selection technique will be produced 

and then aggregated into a single feature ranking list 

once all chosen techniques have been implemented [4, 

16, 36]. However, the heterogeneous ensemble 

technique is a good approach for evaluating the 

individual-based selectors' strengths and weaknesses 

[9]. Recent studies using this approach to tackle the 

stability issue can be found in [9, 36, 45]. 

4.2.3. Hybrid Approaches 

Based on the study done by Seijo-Pardo et al. [45], their 

experiment results indicated that the homogeneous and 

heterogeneous approaches showed different behaviours 

under various data characteristics, which is undesirable. 

However, to take advantage of these approaches’ 

strengths and aid their weaknesses, researchers in the 

literature proposed a hybrid approach that combines 

both concepts [15, 16, 45]. Generally, the hybrid 

approach starts with a homogeneous strategy by 

generating different subsamples from the original 

training set. The next step is to apply a heterogeneous 

strategy using multiple feature selection techniques in 

each subsample. Finally, following the same step of the 

homogeneous and heterogeneous approaches, the 

results are aggregated into a single final ranked list 

using any aggregation function. However, the hybrid 

ensemble feature selection method has gained the 

attention of researchers due to its superiority for any 

given situation; still, there are minimal studies 

conducted in the context of feature selection stability [4, 

16, 38, 43, 48]. Recent studies using this approach in the 

context of stability can be found in [15, 43]. 

4.3. Group-Based Feature Selection Technique  

The group-based feature selection method aims to select 

the features relevant to the label at both levels: group 

level and individual feature level as well [42, 46, 49]. 

This method follows the principle of group-based 

learning [42], which involves two stages: feature group 

generation and feature group transformation [25]. In the 

feature group generation stage, the features are 

partitioned according to their similarity and grouped 

into the same group based on the degree of similarity. 

The next stage is feature group transformation, where 

the original feature space is transformed into a new 

form, representing each feature group as a single entity. 

Finally, the selection process is applied to the 

transformed feature space [25, 31, 42] However, in the 

context of feature selection stability, group-based- 

feature selection has received less attention in the 

literature compared to others approaches mentioned in 

this work [42]. Recent studies using this approach in the 

context of stability can be found in [8, 42].  

4.4. Data Characteristic Analysis 

Generally, the shared data issues that have been covered 

in the literature in the feature selection context are noise, 

missing values, outliers, high dimensionality, 

imbalanced class, inconsistency, redundancy, and small 

sample size. This is summarised by assessing the data 

characteristics being undertaken to use an appropriate 

feature selection method for the particular data problem. 

This section presents the studies that aim to assess the 

stability of feature selection behaviour against different 

data characteristics. A recent study by Ramezani et al. 
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[49] investigated the stability behaviour of six 

commonly used feature selection techniques with class 

and attribute noise. The experiments were performed on 

a clean dataset and injected with combinations of 

different levels of the gaussian noise distribution. The 

finding of the results indicated that the noise affects the 

stability performance [39]. A Study done by Altidor et 

al. [6] and Abu Shanab et al. [1] has reached a similar 

conclusion where their study aims to understand how 

combinations of different noise levels and specific data 

characteristics such as sample size and class imbalance, 

affect the feature selection stability [1, 6]. Another 

exciting work done by Alelyani and Liu [3] has 

examined the stability behaviour of several well-known 

feature selection algorithms under various datasets 

characteristics: dimensionality, the sample size, and the 

variation of the underlying distribution of the dataset. In 

terms of algorithm perspective, they have investigated 

the stability performance under the different sizes of the 

feature subset selected. The finding of this study 

indicated that the stability behaviour is data 

characteristic dependent. However, among all examined 

factors that have proven their influence on stability, the 

authors found that high dimensionality and the sample 

size significantly impact selection stability compared to 

other factors [5]. 

From a review of the literature, the researchers were 

mainly trying to tackle or mitigate the effect of the 

issues related to the data challenges, such as data 

variance resulting from the small sample size, noise, 

high dimensional data/irrelevant features, redundant 

(correlated) features, and imbalanced classes which 

proved that the stability behaviour of feature selection 

methods is strongly dependent on the data 

characteristics or data quality. However, our study 

assumes that the above problems do not necessarily 

impose serious difficulties in feature selection methods' 

stability and accuracy of the selected features if the 

classes are linearly separable in the input space. In fact, 

the interactive effects of other complex data 

characteristics such as overlapping classes and non-

linearly separable relationships increase the chances of 

adverse effects on selection outcomes. To the best of our 

knowledge, a limited number of studies measure the 

interactive effects of overlapping classes with other data 

characteristics in the feature selection context, where 

more of the attention is on the classification algorithm 

context. For example, in terms of the classification 

algorithm, Barella et al. [10] Pascual-Triana et al. [37] 

investigated the effect of the imbalance problem on 

classification accuracy with complex data properties. 

Their studies implied that the imbalance problem is not 

considered severe if the classes are perfectly separated, 

but the problem arises when classes overlap. 

Furthermore, the authors emphasised that geometric 

characteristics of the data, such as overlapping classes 

and nonlinear separability, are considered amongst the 

most significant difficulties in the machine learning 

field and have proven their impact in degrading the 

classification algorithms' accuracy since it is not easily 

measured [10, 11, 37].  

Based on that, this study aims to investigate this 

issue. We believe that exploring the relationship 

between the overlapping classes with the small sample 

size, high dimensionality, imbalanced classes, and noise 

will help in describing the root causes of the feature 

selection methods in misdiagnosing the relevant 

features, particularly for real-world data, and so will 

provide meaningful insights for the practitioners and 

researchers to choose the correct feature selection 

methods that are more appropriate for datasets. 

5. Methodology 

In this study, the experiment strategy has been designed 

to be in two phases which are: 

5.1. First Phase: The Synthetic Datasets 

Experiment 

In real-world problems, the datasets usually are 

associated with overlapping classes, complex decision 

boundary shapes (nonlinear separability amongst 

classes), high data sparsity resulting from the small size, 

high dimensionality and the presence of noise [12, 32]. 

However, to better understand the effects of the 

different data challenges on the stability and selection 

accuracy of the feature selection methods, it is crucial to 

have a controlled environment that enables us to assess 

the effect of each factor across different difficulty 

levels. Since it is hard to find real-world datasets that 

meet the requirements described above, creating 

synthetic datasets with controlled characteristics is used 

in the experiments of this study. Another important 

reason to use synthetic data is that the actual relevant 

features in the real-world datasets are often unknown, 

making analysis and comparison of the results of the 

feature selection methods difficult.  

Thus, to simulate real-world problems, the 

experiment strategy in this paper is designed to be at five 

levels of difficulty according to the degree of class 

overlap, starting from the easy level (no overlap 

between the classes) to more challenging levels (classes 

overlapping to varying degrees) as shown in Figures 2 

and 3. Our aim of using difficulty gradient levels is to 

investigate the interactive effect of the class overlaps 

with other expected data challenges in the real-world 

problems on stability and selection performance of 

feature selection methods which are: small data size, 

noise, high dimensionality/irrelevant features, non-

linearity of the decision boundaries, and Imbalanced 

classes. 

Thus, using such a strategy will help cover common 

scenarios in real-world problems and precisely allow the 

identification of the factor (s) that have the most 

significant impact on the stability and accuracy of the 
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tested feature selection methods. 

5.1.1. Datasets description 

In our empirical study, several difficulty levels are 

generated, with level one the easiest level (no classes 

overlapping) and four further levels with increasing 

classes overlapping. to make sure that each level has 

covered all data challenges mentioned above, we have 

generated four synthetic multi-class datasets (four 

classes) at each level that includes the following data 

challenges: 

1. Sample size: to measure the effect of the different 

sample sizes in the feature selection methods, the 

synthetic datasets are generated in two scenarios: a 

small sample size scenario with (100) samples across 

different difficulty levels see Table 1 and a large 

sample size scenario with (1000) samples see Table 

2. Thus, we can examine the impact (if any) of the 

different sample sizes on the feature selection 

performance. 

 
Figure 2.The graphical representation of classes distribution of the 

generated synthetic datasets (1000 sample size) across different 

difficulty levels. 

 
Figure 3. The graphical representation of classes distribution of the 

generated synthetic datasets (100 sample sizes) across different 

difficulty levels. 

2. Relevant feature: the datasets are generated with six 

features relevant to the target classes as they 

contribute directly to the shape of the clusters. The 

same relevant features are used across different 

difficulty levels in both scenarios (small and large 

sample size) see Tables 1, and 2. 

3. Imbalanced Classes: to assess the effect of the 

imbalanced classes on the feature selection methods, 

the controlled under-sampling technique in the 

balanced datasets is applied to generate new reduced 

imbalanced datasets* by eliminating several samples 

in the targeted classes based on the specified class 

ratio see Tables 1 and 2. Hence, the experiment will 

be repeated in both conditions (balanced and 

imbalanced classes) to examine the impact (if any) of 

the class imbalanced dataset on the stability and 

accuracy of feature selection performance. 

4. Irrelevant features: to measure the effect of the 

irrelevant features, a number of irrelevant features 

are concatenated into the dataset (these features do 

not contribute information to the target classes). Here 

we aim to investigate the impact (if any) of the high 

dimensionality /irrelevant features on the stability 

and the selection performance of feature selection 

methods by examining its performance in different 

irrelevant feature sizes (44/994); see Table 1 for 

small sample size scenario and Table 2 for large 

sample size scenario. 

Table 1. Dataset characteristics for (100) sample size dataset. 

Datasets 
The Diff. 

Levels 

No. of 

Sample 

No. of 

Relevant 

Feat. 

Total No. 

of Feat. 

The Classes 

Ratio 

Dataset_1 
Level One 

Cluster 

 σ = 0.4 

100 

6 

50 
25:25:25:25 

Dataset_2 60* 41:16:33:8 

Dataset_3 100 
1000 

25:25:25:25 

Dataset_4 60* 41:16:33:8 

Dataset_5 
Level Two 

Cluster 

 σ = 1 

100 

6 

50 
25:25:25:25 

Dataset_6 60* 41:16:33:8 

Dataset_7 100 
1000 

25:25:25:25 

Dataset_8 60* 41:16:33:8 

Dataset_9 
Level Three 

Cluster 

 σ = 3 

100 

6 

50 
25:25:25:25 

Dataset_10 60* 41:16:33:8 

Dataset_11 100 
1000 

25:25:25:25 

Dataset_12 60* 41:16:33:8 

Dataset_13 
Level Four  

Cluster 

 σ = 6 

100 

6 

50 
25:25:25:25 

Dataset_14 60* 41:16:33:8 

Dataset_15 100 
1000 

25:25:25:25 

Dataset_16 60* 41:16:33:8 

Dataset_17 
Level Five 

Cluster 

 σ = 12 

100 

6 

50 
25:25:25:25 

Dataset_18 60* 41:16:33:8 

Dataset_19 100 
1000 

25:25:25:25 

Dataset_20 60* 41:16:33:8 

Table 2. Dataset characteristics for (1000) sample size.  

Datasets 
The Diff. 

Levels 

No. of 

Sample 

No. of 

Relevant 

Feat. 

Total No. 

of Feat. 
The Classes 

Ratio 

Dataset_21 
Level One 

Cluster 

 σ = 0.4 

1000 

6 

50 
25:25:25:25 

Dataset_22 600* 41:16:33:8 

Dataset_23 1000 
1000 

25:25:25:25 

Dataset_24 600* 41:16:33:8 

Dataset_25 
Level Two 

Cluster 

 σ = 1 

1000 

6 

50 
25:25:25:25 

Dataset_26 600* 41:16:33:8 

Dataset_27 1000 
1000 

25:25:25:25 

Dataset_28 600* 41:16:33:8 

Dataset_29 
Level Three 

Cluster 

 σ = 3 

1000 

6 

50 
25:25:25:25 

Dataset_30 600* 41:16:33:8 

Dataset_31 1000 
1000 

25:25:25:25 

Dataset_32 600* 41:16:33:8 

Dataset_33 
Level Four  

Cluster 

 σ = 6 

1000 

6 

50 
25:25:25:25 

Dataset_34 600* 41:16:33:8 

Dataset_35 1000 
1000 

25:25:25:25 

Dataset_36 600* 41:16:33:8 

Dataset_37 
Level Five 

Cluster 

 σ = 12 

1000 

6 

50 
25:25:25:25 

Dataset_38 600* 41:16:33:8 

Dataset_39 1000 
1000 

25:25:25:25 

Dataset_40 600* 41:16:33:8 

5.1.2. The Data Complexity Measure 

To measure the complexity of the generated synthetic 

datasets across different levels, the complexity measure 

proposed by Hoekstra, and Duin [24] is used. This 

metric is often used as a supporting pre-processing data 

task that measures to what extent the problem is 

complex for the classification algorithm, especially with 
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complex data characteristics such as overlapping classes 

or non-linearity of the decision boundaries. Since we are 

interested in examining the effect of the classes 

overlapped on the feature selection performance with 

the existence of other data challenges, thus, we used 

Neighborhood Measure (N4) to capture the shape of the 

decision boundary of the classes and to measure the 

class overlap's complexity; more details about these 

measures can be found in [17]. However, N4 produces 

a value in the range (0, 1), the low value indicates that 

the dataset is linearly separable, which is considered an 

easy problem, while a higher value indicates that the 

problem is more complex with a high degree of the 

classes overlapped [12]. Hence, we categorised the level 

of difficulty based on this value as shown below in 
Table 3. 

Table 3. The difficulty levels. 

Level Noise Level N4 Difficulty Degree 

Level One 0.4 0 Easy 

Level Two 1 0 Easy 

Level Three 3 0.02 Medium 

Level Four 6 0.20 Difficult  

Level Five 12 0.40 Challenging 

According to Fraça et al. [17] study, they consider 

the value of 0.35 as a challenging level. 

5.1.3. The Stability Measure 

To measure the stability behaviour of feature selection 

methods, we used the stability measure proposed by 

Nogueira et al, [35] the reasons for choosing this 

measure are that it attains all desirable properties of the 

stability measure mentioned in the stability of feature 

selection section. According to Nogueira et al, [35] the 

proposed stability measure is:  
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Where Ф defines the stability measure, and Z defines all 

collections of feature selection methods outputs, more 

details about the other parameters can be found in [35]. 

To implement the stability measure, we performed the 

following procedures: 

 First, let LN= {L1, L2, , … Ln} be the synthetic datasets 

generated across different difficulty levels. 

 Next, let Z0 be the subset of predetermined top k 

ranked features obtained by applying the feature 

selection methods on the ideal datasets which are: 

(Dataset_1) see Table 1 and (Dataset_21) see Table 

2. These datasets are clean of noise (no overlap 

between the classes), balanced classes and with low 

features size. 
 Then, let ZN = {Z1, Z2, … , Zn }be the subsets of 

predetermined top k ranked features obtained in the 

perturbed dataset (LN) 

 Finally, a single stability index measure is applied for 

each feature selection method output (ZN) of the 

perturbed datasets (LN) and compared with the 

feature selection methods output (Z0) of the clean of 

noise (no overlap between the classes), balanced 

classes, and low features size which are: 

(Dataset_1and Dataset_21) using the Equation (1). 

Worth noting that the stability metric produces a value 

in the range (0, 1), the low value indicates the feature 

selection method provides unstable outcomes, whereas 

the high value indicates that the method has stable 

outcomes. 

5.2. Feature Selection Methods 

As mentioned in the our contribution section, another 

contribution of this study is to explore the behaviour of 

a combination of the filter, wrapper, and embedded 

feature selection methods due to little attention that has 

been paid to the embedded and wrapper methods in the 

context of feature selection stability. Thus, a 

comprehensive comparison has been conducted in this 

study that includes filter methods, which are ANOVA 

(F-Test) [27] and Mutual Information (MI) [40]. 

Furthermore, from Wrapper Methods Recursive Feature 

Elimination Cross-Validation (RFECV) with Support 

Vector Machine (SVM) estimator [21] and Genetic 

Algorithm (GA) with SVM estimator [50] are used, 

whereas in the embedded method Tree-Based feature 

selection [18] and LASSOCV [26] are used. 

5.3. First Phase Experiment Results 

The following section will present the study experiment 

results of the stability and selection performance of the 

methods across different difficulty levels in both 

scenarios (small sample size=100 and large sample 

size= 1000) associated with different data challenges, as 

mentioned in the methodology section. Worth noting 

that in this phase, since we already know what the 

relevant features are, thus evaluating the feature 

selection methods using classification algorithms will 

be skipped. Instead, we will evaluate the performance of 

the feature selection method based on its ability to 

correctly identify all the six relevant features and 

provide stable outcomes across different data 

challenges. 

5.3.1. Level One and Two Outcomes 

According to the N4, as shown in Table 3, levels one and 

two are categorised as an easy level problem where the 

classes are not overlapped, and the decision boundaries 

are linearly separable see Figures 2 and 3. The 

experiment results indicated that at both difficulty levels 

(one and two), most feature selection methods have 

correctly identified all six relevant features across 

different characteristics in both small and large sample 

sizes scenarios see Figures 4, 5, 6, 7, 8, 9, 10, and 11, 

(1) 
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except GA and LASSOCV which are the only methods 

that failed to identify all relevant features at both levels. 

Regarding the stability performance, the methods 

have shown similar behaviour to the feature selection 

performance. As most of the methods have produced 

stable results on both levels, see Figures 12, 13, 14, 15, 

16, 17, 18, and 19, except for LASSOCV and GA, 

which have produced unstable outcomes in these 

difficulty levels. 

 
Figure 4. The selection performance of the small sample size 

scenario, balanced dataset (sample size=100 and feature size=50). 

 

Figure 5. The selection performance of the small sample size 

scenario, imbalanced dataset (sample=60 and feature=50). 

5.3.2. Level Three Outcomes: 

Based on the complexity metric N4 see Table 3, this 

level is considered a medium-level difficulty in which 

the classes are partially overlapped at the decision 

boundary regions of the clusters/classes see Figures 1 

and 2. Generally, at this level, the results indicated that 

the feature selection methods started to misdiagnose 

some of the relevant features and added the irrelevant 

ones. Furthermore, the methods have shown different 

behaviour in small and large sample sizes scenarios, 

performing the worst in small sample size scenario. In 

the small sample size scenario, most feature selection 

methods failed to identify all the six relevant features 

except ANOVA F-Test, and Tree-Based methods, 

which are the only methods that correctly identified all 

the six relevant features as shown in Figures 4, 5 and 6. 

 In contrast, in the large sample size scenario, most 

methods showed better performance in balanced classes 

datasets see Figures 8 and 10, except GA, which showed 

poor performance. Whereas, in the large sample size 

(imbalanced classes dataset), ANOVA F-Test, RFECV, 

and Tree-Based methods are the only methods that have 

correctly identified all six relevant features in the large 

feature size (1000) dataset see Figure 11. Whereas in the 

case of imbalanced classes of small features size (50) 

dataset, ANOVA F-Test and Tree-Based methods are 

the only methods that correctly identify relevant 

features see Figure9. In terms of stability performance, 

it almost has similar behaviour to the selection 

performance in this level; since the results indicated that 

some feature selection methods started to produce 

unstable results, specifically in the small sample size 

scenario. In this scenario the only methods that have 

produced stable outputs are ANOVA F-Test, and Tree-

Based methods see Figures 12, 13, and 14, Except in an 

imbalanced classes dataset with a large feature size 

(1000), ANOVA F-Test is the only method that 

correctly identified all relevant features see Figure 15. 

 
Figure 6. The selection performance of the small sample size 

scenario, balanced dataset (sample=100 and feature=1000). 

 
Figure 7. The selection performance of the small sample size 

scenario, imbalanced dataset (sample =60 and feature =1000). 

In contrast, in the large sample size scenario, 

balanced classes dataset in both large (1000) and small 

(50) feature size, most methods produced stable results 

see Figures 16 and 18. except GA, which is the only 

method that produced unstable results in such dataset. 

However, in the case of the imbalanced classes dataset, 

LASSOCV, MI, RFECV, and GA showed unstable 

behaviour in the small feature size (50) dataset see 

Figure 17, and LASSOCV, MI and GA in the case of 

large features dataset (1000) see Figure 19. 

 
Figure 8. The selection performance of the large sample size 

scenario, balanced dataset (sample =1000 and feature =50). 



450                                            The International Arab Journal of Information Technology, Vol. 19, No. 3A, Special Issue 2022 

 

Figure 9. The selection performance of the large sample size 

scenario, imbalanced dataset (sample =600 and feature=50). 

 
Figure 10. The selection performance of the large sample size 

scenario, in balanced dataset (sample =1000 and feature=1000). 

5.3.3. Level Four and Five Outcomes 

These levels are considered the most challenging level 

based on the complexity metrix (N4) as the classes are 

almost entirely overlapped, specifically in level five see 

Figures 2 and 3. The results show that all the feature 

selection methods failed to identify all six relevant 

features in all small samples size scenarios (balanced 

and imbalanced) in both (small and large feature size) 

see Figures 4, 5, 6 and 7. However, in the case of large 

sample size scenario balanced classes datasets, the only 

methods that correctly identified all relevant features are 

F-Test and Tree-Based methods only in the case of 

small feature size (50) dataset (at both levels four and 

five), and LASSOCV and RFECV at level four only see 

Figure 8. Whereas in the case of the large feature size 

(1000) dataset, all the methods failed to identify all six 

relevant features at level five, except at level four, where 

RFECV, ANOVA F-Test, and Tree-Based methods are 

the only methods that correctly identified all relevant 

features see Figure 10. 

However, in the case of class imbalanced large 

sample size scenario, all methods failed to identify the 

relevant features at level five. In contrast, at level four, 

ANOVA F-Test, LASSOCV, and Tree-Based methods 

are the only methods that correctly identified all the 

relevant features in the small feature size (50) dataset 

see Figure 9. Whereas in the case of the large feature 

size (1000), all the methods failed to identify all six 

relevant features except F-Test see Figure 11. 

Regarding the stability performance, the feature 

selection methods have produced unstable results in 

both levels except in large sample size balanced classes 

with the small feature size (50) dataset; here, ANOVA 

F-Test and Tree-Based methods are the only methods 

that produced stable results at both levels see Figure16. 

However, in the case of large feature size (1000), all 

methods have produced unstable results at level five. In 

contrast, at level four, ANOVA F-Test, Tree-Based and 

RFECV are the only methods that produced stable 

outcomes see Figures 18. For the large sample size 

imbalanced class dataset, all methods have produced 

unstable results at level five, except at level four, where 

ANOVA F-Test, Tree-Based and LASSOCV are the 

only methods that produced stable results in the case of 

the small feature size (50) see Figure 17. Whereas in the 

large feature size (1000) case, ANOVA F-Test is the 

only method that has produced a stable result at level 

four only see Figures 19. 

 

Figure 11. The selection performance of the large sample size 

scenario, in imbalanced dataset (sample=600 and feature=1000). 

 
Figure 12. The stability performance of the small sample size 

scenario in the balanced dataset (sample=100 and feature=50). 

 

Figure 13. The stability performance of the small sample size 

scenario in the imbalanced dataset (sample=60 and feature=50). 

It can be seen from the experiment results, as shown 

in the figures, that the overall feature selection methods 

performance showed good stability and selecting 

performance in identifying all the six relevant features 

without being affected by the existence of small sample 

size, high dimensionality, noise, and imbalanced classes 

when the classes are linearly separable (no classes 

overlapping) as it shown in the easy levels (level one 

and two). However, the methods started to misdiagnose 

some relevant features and added irrelevant ones when 
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the classes started to overlap (level three), and they 

continued degrading in missing more relevant features 

and added irrelevant ones as they moved to the upper 

level, especially in the challenging levels (level four and 

five). Concerning the stability performance across 

different levels, it is likely to have a similar selection 

performance as the methods started to produce unstable 

output when the classes started to overlap. 

 

Figure 14. The stability performance of the small sample size 

scenario in the balanced dataset (sample=100 and feature=1000). 

 

Figure 15. The stability performance of the small sample size 

scenario in the imbalanced dataset (sample=60 and feature=1000). 

 

Figure 16. The stability performance of the large sample size 

scenario in the balanced dataset (sample=1000 and feature=50 ). 

 
Figure 17. The stability performance of the large sample size 

scenario in the imbalanced dataset (sample=600 and feature=50). 

 

Figure 18. the stability performance of the large sample size scenario 

in the balanced dataset (sample=1000 and feature=1000). 

 

Figure 19. the stability performance of the large sample size scenario 

in the imbalanced dataset (sample=600 and feature=1000). 

5.4. Second Phase: Real-World Dataset 

Experiment 

Based on the first phase experiment outcomes, it has 

been proven that a small sample size and overlapped 

classes have the highest impact on the feature selection 

performance compared to the other data challenges that 

have been investigated in this study. So, in this phase, 

we have considered the following challenges when 

choosing the real-world dataset: small sample size, high 

dimensionality, overlapped classes and imbalanced 

classes' problem.  

To meet these criteria, we have chosen the Gravier 

dataset [19], a microarray dataset with the properties 

described in Table 4. But in summary, it shows a 

challenging difficulty level according to complexity 

metrix N4 as the classes are overlapped see Figure 20 

and it has unbalanced classes, a high number of features 

and a low number of samples. 

Table 4. Gravier data description. 

Sample Size 
Number of 

Features 
The classes ratio Difficulty level 

168 2905 (66%,33.9%) Challenging 

 

Figure 20. Graphical representation of the class distribution of the 

gravier dataset. 
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In the first phase experiment strategy, the results 

indicated that the Tree-Based and ANOVA F-Test 

methods had shown the best stability and selection 

accuracy performance compared to other methods. 

Accordingly, in the second phase experiment, we aim to 

validate this conclusion by investigating Tree-Based 

and ANOVA F-Test methods' performance in real-

world datasets.  

However, to assess the stability in the real-world 

dataset, the researchers in the literature have adopted 

different techniques, as we have covered in section 05.1. 

One of the techniques that have been widely used to 

assess the stability is splitting the original data into 

different sub-samples using different resampling 

techniques and then investigating the stability of feature 

selection methods in different sub-samples. Thus, in this 

study, we have used the k-fold cross-validation 

technique to assess the feature selection stability 

performance using two different k-folds cross-

validation (k=10 and k=5). Hence after applying the 

feature selection methods in each k-fold, the feature 

selection outcomes of each k-fold will be compared to 

assess the feature selection methods' stability and 

accuracy selection in both k-fold datasets. 

Since the relevant features are unknown in the real-

world dataset, researchers and practitioners followed a 

standard procedure by specifying several k-subsets of 

features. Then, they evaluated the feature selection 

performance in different subsets relying on prediction 

accuracy to identify the relevant features. Based on that, 

this study has examined different feature subsets sizes 

in both datasets (k=5 and k=10 CV), as shown in Figures 

21 and 22. To assess the accuracy, we have used SVM 

to evaluate the efficacy of the methods in identifying the 

relevant features. In terms of stability, we have followed 

the same stability measurement procedures used in the 

first phase. 

5.4.1. The Second Phase Experiment Results 

In this phase, we aim to investigate the stability and 

accuracy performance of the ANOVA F-Test and Tree-

Based methods in the real-world dataset. The prediction 

accuracy for this dataset before the feature selection 

process is (0.57). however, from Figures 21 and 22 , it 

can be clearly seen that the prediction accuracy has 

increased after applying both feature selection methods 

(ANOVA F-Test and Tree-Based methods) across 

different feature subsets sizes and in both datasets (5 and 

10-fold CV datasets).  

However, in comparison to selection accuracy 

performance, both of them (ANOVA F-Test and Tree-

Based methods) have shown similar behaviour in terms 

of the selection accuracy reaching the highest prediction 

accuracy in feature subset size = 30 in the 10-fold CV 

dataset; where the prediction accuracy for ANOVA F-

Test is (0.75) and (0.78) for Tree-Based method see 

Figures 21, and 22.  

 

Figure 21. ANOVA F-TEST stability and accuracy performance. 

In terms of stability performance, both methods have 

produced unstable outcomes across both k-fold datasets. 

However, the ANOVA F-Test method has produced 

more stable outcomes aligned with prediction 

performance across different feature subset sizes than 

the Tree-Based method. 

On the other hand, comparing feature selection 

performance in both k-fold datasets, it can be seen from 

Figures 21 and 22 that both feature selection methods 

have better performance in the 10-fold CV datasets in 

terms of stability and selection accuracy than in the 5-

fold datasets.  

 

Figure 22. Tree-based method stability and accuracy performance. 

6. Conclusions 

This paper investigates the feature selection stability 

and accuracy performance against several real-world 

data challenges-high dimensionality/ irrelevant features, 

small sample size, noise, imbalanced dataset, and 

classes overlapped. The results showed that if the above 

issues are within the decision boundary of the class and 

the classes are linearly separated, the effect of the noise, 

irrelevant features/high dimensionality, and the 

imbalance of classes on the feature selection methods 

are relatively low. This outcome proved our assumption 

that the noise, high dimensionality, and imbalanced 

classes' issues are not necessarily imposing severe 

difficulties in the stability and accuracy of the selection 

performance if the classes are linearly separable. In fact, 

the interactive effects of the classes' overlapped, and 

nonlinear separability increase the chances of adverse 

effects on selection outcomes. Furthermore, this study 

showed that the small sample size and overlapping 

classes have the highest impact on the feature selection 

performance compared to other data challenges 

investigated in this study. In comparing both, the results 

indicated that class overlap has the most significant 
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effect on the stability and the accuracy of feature 

selection outputs since when the classes are linearly 

separable, the feature selection methods can identify the 

relevant features in both small and large sample sizes.  

Related to the stability performance, the study gives 

a similar conclusion as other researchers in the 

literature. The results indicated that the stability is data-

dependent since the feature selection methods produced 

unstable results across increasing difficulty levels. Also, 

from the study result, it can be noticed that there is a 

relationship between the feature selection accuracy and 

the stability performance as they are shown to have 

similar behaviour. Therefore, this paper shows that it is 

possible to use stability performance as an indicator to 

evaluate the efficiency of feature selection outputs with 

the classification algorithm prediction accuracy in case 

of real-world problems. In addition, overall, the result 

showed that the best performing feature selection 

methods in terms of stability and selection accuracy are 

the Tee-Based and ANOVA F-Test approaches, with the 

GA and LASSOCV the worst performing methods. 

however, LASSOCV performed poorly only in the 

cases of the small size datasets which proved that it is 

more sensitive to the variance caused by the small 

sample size datasets compared to other methods 

investigated in this study. 
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