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Abstract: A Burg technique is employed to model the long wavelength localization and imaging problem. A Burg method is 

used as a high resolution and stable technique. The idea of in-line holography is used to increase the ratio of the signal to 

noise due to the effect of concealing media that decreases the value of the received signal. The performance is enhanced by 

using multilayer neural network for noise reduction. The aim of using multilayer neural network is to extract the essential 

knowledge from a noisy training data. Theoretical and experimental results have showed that preprocessing the noisy data 

with multilayer neural network will decrease the effect of noise as much as possible. Applying the enhanced data to spectral 

estimation methods has improved the performance of the model. A comparison is made for the two cases: with and without 

application of neural network for different values of signal to noise ratio. Also, the performance is investigated for different 

numbers of samples. 
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1. Introduction 

Neural network techniques for noise reduction have 

been investigated [1, 2, 4, 6, 7, 12, 14], and the main 

design goal of these neural networks was to get a good 

approximation for some input-output mapping. In 

addition to obtaining a conventional approximation, 

neural networks are expected to generalize from the 

given training data. The generalization is to use 

information that NN learned during training period in 

order to synthesize, similar but not identical, input-

output mapping [14]. In this paper, a Multilayer Neural 

Network (MLNN) have been designed, trained, and 

tested. During training, the input sequences are 

presented to the network, and there outputs are 

calculated and compared with the target sequences 

(desired signals) to generate an error sequences. The 

input training sequences are assumed to be a 

composition of the desired signal plus an additive 

white Gaussian noise. For each time step, the error is 

back propagated to find the gradients of errors. This 

gradient is then used to update the weights. The 

network is expected to learn the noisy training data 

with the corresponding desired output and generalize 

the model.  

The long wavelength radiation has applied to 

imaging and detection [9] since it is a highly coherent 

waves. The interest in ultrasound waves [11] stems 

from its property as the ability to penetrate many 

media that are optically opaque. This makes them very 

important for detecting and imaging targets that cannot 

be imaged by light waves. The in-line holography is 

employed, where the reflected wave from the object 

under imaging is added at the receiver to a reference 

wave. The resulting wave (signal) is known as 

hologram. The in-line holography, with digital image 

reconstruction can be a simple and economic imaging 

technique using FFT method [16]. The ultrasonic 

hologram is recorded by mechanical scanning of a 

transmit/receive transducers over its aperture. The use 

of holography enables improvement of the signal-to-

noise ratio by coherently cumulating the acoustic field 

on the ultrasonic transducers when scanning the field 

[15]. 

The nonparametric power spectrum estimation 

approaches are relatively simple, and easy to compute 

via the FFT algorithm. However, these methods 

require the availability of long data records in order to 

yield the necessary frequency resolution; here 

resolution means the minimum separation between two 

points of the object that can be distinguished. 

Furthermore, these methods suffer from spectra 

leakage effects due to windowing that is inherent in 

finite- length data records [13]. Therefore it is required 

to use other technique that can enhance the resolution. 

A Burg method contributes itself as a high resolution 

and stable method [3, 13]. 

 

2. Multilayer Neural Network 

The aim is to train back propagation neural network (a 

multilayer feed forward network trained by back 
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propagation) to achieve a balance between the ability 

to respond correctly to the input patterns that are used 

for training (memorization) and the ability to give 

reasonable responses to input that is similar, but not 

identical, to that used in training (generalization). 

Variations of back propagation training algorithms 

have been developed to improve the speed and 

performance of the training process.  

 

2.1. Architecture 

A MLNN is designed with three layers as shown in 

Figure 4. The feed forward network has two hidden 

layers of tansig neurons (f1 and f2) followed by an 

output layer of purelin neurons (f3). The numbers of 

neurons in the first and second hidden layers are 7 and 

3, respectively. The hidden units and the output unit 

also have biases. These bias terms act like weights on 

connections from units whose output is always 1. 

Multiple layers of neurons with nonlinear transfer 

functions allow the network to learn nonlinear and 

linear relationship between input and output vectors. 

The elements of the weight vector w are ordered by 

layer (starting from the first hidden layer), then by 

neurons in a layer, and then by the number of a 

synapse within a neuron. Let Wji(l) denote the synaptic 

weight from neuron i to neuron j in layer l. For l=1, 

corresponds to the first hidden layer, the index i refers 

to a source node rather than a neuron, as shown in 

Figure 1. Only the direction of information flow for the 

feed forward phase of operation is shown. During the 

back propagation phase of learning, signals are sent in 

the reverse direction. 
 

 
 

Figure 1. The architecture of three-layer neural network [10]. 

 

2.2. Learning with Back Propagation 

Algorithm  

What makes this algorithm different than the others is 

the process by which the weights are calculated during 

the learning phase of the network. The difficulty with 

multilayer Perceptron is calculating the weights of the 

hidden layers in an efficient way that results in the 

least output error; the more hidden layers there are, the 

more difficult it becomes.    

A number of network architectures have been 

designed and tested with different noisy data samples. 

The aim was to have efficient training process, to avoid 

overtraining problem, and to have better Mean Square 

Error (MSE). The research results indicate that for the 

given model, with a reasonable number of training 

samples, a network with two hidden layers was 

sufficient to achieve the required aims. 

It has been proven [4] that the addition of random 

noise to the desired signal during the training process 

of the neural network can improve the generalization 

of the network and can avoid the learning process from 

being trapped into local minimum.   

Assume xk denotes the k
th
 element of an input 

vector; yi is the ith output of the output layer. Let di(t) 

denote the desired response for output neuron i at time 

t, where t is the discrete time index.   

The error signal ei(t) is defined as the difference 

between the target response di(t) and the actual 

response yi (t).       

ei(t) =di(t)-yi(t)      

The aim of learning is to minimize a cost function 

based on the error signal ei (t), with respect to network 

parameters (weights), such that the actual response of 

each output neuron in the network approaches the 

target response [4].  

A criterion commonly used for the cost function is 

the MSE criterion, defined as the mean-square value of 

the sum squared error:  
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where E is the statistical expectation operator and the 

summation is over all the neurons of the output layer.  

Usually the adaptation of weights is performed by 

using the desired signal di (t) only.   

 In [4] it is stated that a new signal di (t) + ni (t) can 

be used as a desired signal for output neuron i instead 

of using the original desired signal di (t), where ni (t) is 

a noise term. This noise term is assumed to be white 

Gaussian noise, independent of both the input signals 

xk(t) and the desired signals di (t). With the new desired 

signals, the MSE of equation 3 can be written as: 
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It is shown in [1] that equation 4 is equal to:  
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where the symbol means conditional probabilities 

and 'var' is an abbreviation of variance. The second 

term in the right hand side of equation 5 will contribute 

to the total error J and as learning progresses, but it 

does not affect the final value of the weights because it 

(1) 

(2) 

(3) 

(4) 

(5) 
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is not a function of the network weights, while the first 

term will decide the optimal value of the weights [4]. 

Since the noise is zero mean and it is independent of 

both desired and the input signals, thus: 

( ) ( ){ ( )}{ ( ){ ( )}{ txtdtxtntd iii Ε=+Ε
        

It is clear from equations 5 and 6 that the final weight 

values can be determined without the existence of 

noise in the equation.  

 

3. Holographic Imaging 

3.1. Field Analysis  

Holography is an interference technique for recording 

the amplitude and phase of a coherent wave, whether it 

is electromagnetic or acoustic. A recording of this 

interference pattern is called a hologram. 

For simplicity, we start the analysis of the field at 

the receiving (hologram) plane. The object, under 

imaging process, is assumed to have field distribution 

D(p). The distribution is caused by reflecting the 

incident ultrasonic waves on the object. This 

distribution propagates to the recording axis X where it 

produces the field distribution S(x), given by: 
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This is the paraxial approximation to the Huygens-

Fresnel principles [8].  B  is a complex constant,  k  is a 

propagation constant(wave number),  Zo  is the 

distance between the object and recording(observation) 

planes, and  r  is the distance from a typical point on 

the object to a typical point on the recording axis  X .   

r is given as : 
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In Fresnel region, r can be approximated by the first 

two terms of equation 10, hence 
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Substituting equations 11 and 7 yields 
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where, B1 is a complex constant resulting from 

equations 7 and 11.  
 

3.2. Analysis of In-Line Hologram  

Figure 2 shows the geometry of recording the in-line 

hologram with a plane-wave reference. This type of 

wave can be easily synthesized in an experimental 

recording system by simply introducing a constant 

reference signal in the receiver. 
 

 

                         Figure 2. Hologram recording geometry. 
 

Assuming that the synthesized plane-wave reference 

is Ar exp (jФ) where Ar and Ф are constants. The in-

line hologram h(x) is given by [8].  
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An image can be extracted from the recorded 

hologram h(x) through its multiplication by either one 

of the focusing phase factors exp(
0

2

2

z

jkxm ) and subsequent 

Fourier transformation [16] (a classical method) or one 

of the modern high resolution spectral analysis, like 

Burg, method. A positive phase factor produces an in-

focus image from the third term of h(x) and defocused 

image from its fourth term while the negative phase 

factor achieves the opposite result. For both signs of 

the phase factor, the second term produces a defocused 

autocorrelation function of D(p) and the first term 

generate a Fresnel diffraction pattern related to the 

hologram boundary. Thus, while only one term of h(x) 

produces an in-focus image, the other three terms 

generate interference that obscure the wanted image. It 

has been shown [16] that the effect of these interfering 

terms can be considerably reduced. The first term Ar
2
 is 

constant and can be subtracted from the recorded 

hologram prior to reconstruction [15, 16].  

The training of MLNN was made to follow the 

model described by the following equation: 
 

( ) θSCosASAxd rr 222 ++=
                                

where θ  is a phase difference between Ar and S . This 

is equivalent to equation 13. 
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4. Burg Algorithm 

The Burg method [13] for estimating the 

AutoRegressive (AR) parameters can be viewed as an 

order – recursive least-squares lattice method , based 

on the minimization  of the forward and backward 

errors in linear predictors, with the constraint that the 

AR parameters satisfy the Levinson-Durbin recursion. 

To derive the estimator, suppose that we are given the 

data S(n), n=0,1,…, N-1, and let us consider the 

forward and backward linear prediction estimates of 

order m, given as [13] 
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and the corresponding forward and backward errors 

fm(n) and gm(n) defined as 

 

fm(n)= S(n)- S (n) and 
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where am(k), 0 ≤ k ≤ m-1, m=1,2,…,p, are the 

prediction coefficients, and p is the AR process order. 

The least square error is 
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This error is to be minimized by selecting the 

prediction coefficients, subject to the constraint that the 

Levinson-Durbin recursion given by [13] 
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where Km=am(m)  is the  m

th
 reflection coefficient in 

the lattice filter realization of the predictor. When 

equation 18 is substituted into the expressions for  fm(n)  

and  gm(n), the result is the pair of order –recursive 

equations for the forward and backward prediction 

errors given by [13]  
 

         fm(n) = fm-1(n)+ kmgm-1(n-1),    m= 1,2,….,p     

      gm(n)= K *
m fm-1 (n) + gm-1 (n-1),   m= 1,2,….,p     

 

 

Now, using equations 18 and 19 and performing the 

minimization of mε  with respect to the complex –

valued reflection coefficient Km, we obtain the result 

[13].  
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      The term in the numerator of equation 20 is an 

estimate of the cross correlation between the forward 

and backward prediction errors. With the 

normalization factors in the denominator of equation 

20, it is apparent that 1<mK , so that the all-pole 

model obtained from the data is stable. The 

denominator in equation 20 is simply the least-squares 

estimate of the forward and backward errors 
f

mE 1−  and  
b

mE 1− , respectively [13]. Hence equation 20 can be 

expressed as  
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 is an estimate of the total squared 

error Em. The denominator term of equation 21 can be 

computed in an order-recursive fashion according to 

the relation [13] 

 

( ) ( ) 2

1

2

11

2

211 −−−









−= −−−

∧∧∧

mgmfEKE mmmmm

 

where mE
∧

≡
f

mE
∧

+ 

b

mE
∧

  is the total squared error [13]. 

To summarize, the Burg algorithm computes the 

reflection coefficients in the equivalent lattice structure 

as specified by equations 21 and 22, and the Levinson-

Durbin algorithm is used to obtain the AR model 

parameters. From the estimate of the AR parameters, 

the power spectrum estimate is formed as [13] 
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The major advantages of the Burg method for 

estimating  the parameters of the AR model are 

equation 1 it results in high frequency resolution [3, 

13], equation 2 it yields a stable AR model [3, 13], and 

equation 3 it is computationally efficient.  

 

5. Experimental Results 

In this paper, a test object consisting of two steel rods 

of 2.5cm diameter was used. The separation between 

the two rods was 7.5cm. The object was located at a 

distance Zo cm from the recording (hologram) plane. 

The object was concealed (covered) by opaque 

materials, a sheet of paper and a Styrofoam in two 

separate experiments. The object was illuminated by 

ultrasound waves using ultrasonic transmitting 

transducers.   

The received signals from the object due to the 

reflection are recorded and in order to enhance them, 

or in other words, to decrease the effect the 

environments such as the relatively high background 

that caused by the concealing material; a MLNN is 

(15) 

(16) 

(17) 

(18) 

(21) 

(20) 

(22) 

(23) 

(19) 

^ 
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designed and used as a preprocessing technique for 

noise reduction. 

In order to develop the designed neural network 

performance, it must be well trained using many 

training sets and different training algorithms. The 

training sets are extracted from the desired model plus 

different added random noise. Neural network tool box 

in Matlab software provides many training back 

propagation functions. These functions are used during 

the learning process of the neural network to 

continuously updating the weights and biases of the 

system to incrementally reduce the error between the 

desired model and the neural network actual output. 

The MSE is used as a performance goal to indicate the 

end of the training process. 

 
Table1. Multilayer Neural Network Performance with two 

experiments cases: sheet of paper and styrofoam isolating 

materials. 

 

Table 1 shows the results obtained after training the 

network with different back propagation functions. All 

of these algorithms use the gradient of the performance 

function to determine how to adjust the weights to 

minimize the error between the desired model and the 

actual NN output. These algorithms are Traingd, 

Traingdm, Traingda, Trainlm, and Traingdx [10]. It is 

clear from the results obtained Table 1 that Trainlm 

back propagation function results in a fastest algorithm 

implementation (90 epochs) with a best performance 

(MSE equals 0.0112285) in comparison with other 

functions. The Trainlm function works according to 

Levenberg-Marquardz optimization technique [10]. 

Figure 3 shows the neural network performance during 

the training process with tarinlm back propagation 

algorithm. The designed neural network is able to 

decrease the effect of concealing medium and noisy 

captured signal. 

After training the MLNN on different input patterns, 

the network was ready to accept the measured input 

signals. It is worthwhile to mention that, the resolution 

formula for FT method is given as [16]. 

b

Zoλ
β =

 

where 2b is the hologram length. 

 

 
Figure 3. Multilayer neural network performance during the 

training process. 

 
 

  

 

 

 
 

Figure 4. Reconstructed image of two rods using FT method,                                                                                                          

the concealing material is a sheet of paper.  

 

Figure 4 shows the reconstructed image when FFT 

method was used. The highest two peaks are 

corresponding to the two rods. Practically, the 

minimum number of samples, N, was 20, to resolve the 

two rods. This represents about three times the 

minimum number of samples required by equation 24 

to resolve the two peaks. Also the effect of sidelobes 

and the degrading effect of the concealing material are 

noticeable. When Burg method was used, the two 

peaks that belong to the two rods are well defined, the 

sidelobes are very small or negligible and the effect of 

the concealing plate is very little as shown in Figure 5. 

Hence the Burg method detects clearly the target 

parameter: the amplitude of the reflected signal which 

is received at hologram.  

In order to study the problem more deeply, using 

Burg method, and to compare the performance 

between the two cases, with and without using the 

MLNN, a white noise was added to the hologram and 

its effect on the results has been investigated. The 

absolute difference between the amplitude of the two 

peaks, in dB, is regarded as an amplitude error, 

because, theoretically, it is expected that the received 

signals from the two rods are of the same values since 

the two rods are similar. 

Mean Square Error (MSE) Training 

Algorithm Sheet of Paper Case Styrofoam Case 

Traingd 0.053542 0.177533 

Traingdm 0.014463 0.170649 

Traingda 0.0157362 0.15886 

Trainlm 0.0112285 0.149683 

Traingdx 0.0126875 0.164845 

(24) 



378                                                         The International Arab Journal of Information Technology, Vol. 7, No. 4, October 2010                                                 

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
-24

-22

-20

-18

-16

-14

-12

-10

-8

Image Aperture *10 cm

A
m

p
lit
u
d
e
 I
n
te

n
s
ity

 d
B

5 10 15 20 25 30
0

1

2

3

4

5

6

SNR dB

E
rr

o
r 

d
B

 

N=13:  * without N.N., - with N.N.

5 10 15 20 25 30
0

1

2

3

4

5

6

SNR dB

E
rr

o
r 

d
B

 

N=13:  * without N.N., - with N.N.

5 6 7 8 9 10 11 12 13 14 15
0

1

2

3

4

5

6

7

8

9

10

Number of samples 

E
rr

o
r 

d
B

 

 no addition of noise

8 8.5 9 9.5 10 10.5 11 11.5 12 12.5 13
0

2

4

6

8

10

12

Number of samples 

E
rr

o
r 

d
B

 

 no addition of noise

 

 

 

 

 

 

 
 

 
 

Figure 5. Reconstructed image of two rods with Burg method and 

without using multilayer NN. The concealing material is a sheet of 

paper.  

 

 

 

 

 

 

 

 

 

 
 

 

Figure 6. Error in absolute difference between peaks (amplitude) as 

a function of signal to noise ratio _sheet of paper.    

                                                                        

  

 

 

 

 

 

 

 

 

 
 

Figure 7. Error in absolute difference between peaks (amplitude) as 

a function of signal to noise ratio (Styrofoam).    

 

 
 

                                                                   

                 

 

 

 

 

 

 
 

Figure 8. Error in absolute difference between the two peaks 

(amplitude) as a function of number of samples (sheet of paper).   

 

Figures 6 and 7 show the performance with and 

without using the neural network on the resultant error 

as a function of Signal-To-Noise (SNR) ratio for both 

concealing materials. It is clear that as the SNR 

decreases, the performance degrades. The degradation 

is not so severe when SNR decreases to about 0 dB. 

This is because the addition of a reference wave, in 

recoding the in-line hologram, will result in a 

coherently cumulating the acoustic field on the 

ultrasonic transducers when scanning the field. The 

implementation of MLNN improves more the 

performance, and hence decreases the effect of the 

concealing plate. 
 

                   

     

 

 

 

 

 

 

 
 

 
 

 Figure 9. Error in absolute difference between the two peaks 

(amplitude) as a function of number of samples (Styrofoam).                             

                       

When N decreased, similar results were obtained to 

clearly define the two peaks. The performance of the 

neural network-Burg method is studied by varying the 

number of samples. Figures 8 and 9 show the 

amplitude error as a function of the number of samples 

for both concealing materials. The performance 

breakpoint, for the case of sheet of paper, is when 

N=7, while it is equal to 8 for the case of Styrofoam. 

 

6. Conclusions 

In this research, a number of MLNN architecture have 

been studied and tested to obtain the optimal 

architecture in terms of number of hidden layers and 

neurons in each layer. The results obtained show that 

during the pre-processing stage, the MLNN was able to 

enhance the tested recorded signal and produce an 

output signal that follows the desired model with very 

good performance. It is demonstrated that the Burg 

method can be used to detect and image a concealed 

object of closely separated points. Experimental results 

show that pre-processing the noisy data with MLNN to 

decrease the effect of noise as much as possible and 

then applying the enhanced data to spectral estimation 

method can improve the performance. Also the use of 

holography enables an improvement of the signal-to-

noise ratio by coherently cumulating the acoustic field 

on the ultrasonic transducers when scanning the field.  
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