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Abstract: The development of 3D web based applications has been possible with the establishment of a number of 3D web 

technologies. Such applications have been utilized in different disciplines such as surgery planning, architectural design and 

games. However, most of these applications are trapped to the desktop setting provided by default in 3D technologies. Very 

few attempts have been made to present 3D immersive web based applications and to evaluate the usability of the technologies 

used and the interaction techniques. In this paper, we will attempt to address these questions by examining different ways of 

providing an immersive virtual environment on the web. 
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1. Introduction 

Research in 3D graphics has achieved great 

advancements in the virtual reality field; making it 

possible to create 3D virtual environments that vary 

from totally immersive to desktop. The benefits of 

immersive VR applications affected a wide range of 

disciplines such as Geographical Information System 

(GIS) [22], medical applications [20], digital art [17] 

and city and architectural planning applications [20]. 

These applications utilized full range of specialized 

input/output devices (e.g., CAVE, projection tables, 

head and hand tracking, etc.) that gives the user the 

feeling of being immersed inside the application. 

However, the term “web based virtual environment” is 

rather new and is used to refer to 3D graphical 

applications that use the World Wide Web as an 

environment to run over. Such applications have the 

advantage of being ubiquitous (as in [5] which uses 

PDA devices to access the virtual environment), in 

addition to the potential of being collaborative or multi-

user (e.g., [13], [16]).  

3D web based applications have been utilized in 

different fields such as surgery planning [4, 9], 

architectural and manufacturing design [2, 11], 

mathematical visualization [23], environmental 

behavior simulation [26] and e-learning [25, 13, 14]. 

However, most of these applications have been limited 

to standard desktop 2D input/output devices. One 

reason for this limitation is to ensure the wide 

accessibility of the application to different users of the 

web. Another reason is the variations in technologies 

available to construct such applications. These 

technologies, e.g., Virtual Reality Modelling Language 

(VRML), Java 3D and X3D (Extensible 3D), only 

support by default the standard mouse, keyboard and 

monitor interface.  

Nevertheless, there are situations where more 

advanced input/output interfaces are needed, whether 

to simplify the interaction process- as in visualization 

applications, or to make it more interesting- as in 

games, or simply because it is a requirement of the 

intended  application, e.g., in surgery planning 

applications where you need to use devices more 

similar to real life surgical instruments.  

This paper investigates two technologies used to 

create 3D web based applications VRML and Java 3D, 

in order to provide support for other immersive 

input/output devices in an attempt to achieve an 

immersive virtual environment on the web.  

The next section reviews previous attempts to 

present web based virtual environments with 

input/output devices other than the standard ones. 

Section three presents the two proposed architectures 

utilising VRML and Java 3D technologies and 

evaluates them. Section four describes the system 

implementation that was done to verify the 

recommended architecture. Section five introduces the 

procedure designed to evaluate the usability of the 

interaction technique used in the system and reports 

the results of this evaluation. Finally, we conclude the 

paper and look ahead at future enhancements.  

 

2. Related Work 
 

Few researches have investigated the addition of other 

virtual reality input/output devices to 3D web based 

applications. Most of these attempts presented 

proprietary solutions that require special software. For 

instance, in [7] the authors present an immersive 
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Virtual Reality Aided Design system (VRAD) using 

VRML. The authors implemented an immersive VRML 

browser to be able to use special input/output devices 

like the Head Mounted Display (HMD), magnetic 

trackers and stereo projection screens. The system was 

implemented to work under Windows and UNIX. 

Another attempt was presented in [21], where the 

VRML standard was implemented on Vista system, 

which is a virtual environment display server that 

supports devices like the HMD, data gloves and 3D 

tracking devices.  

[1] Presented a full featured VR toolkit called 

Avalon software to create 3D immersive web 

applications using VRML/X3D standards. Their work 

extended the definition of sensors provided in the W3C 

standard to include abstract generic sensors more 

suitable for 3D immersive input/output devices. The 

mapping between hardware devices and the abstract 

application sensors was achieved with a one-time 

configuration process that stores the mapping details on 

a file on the client side.  

In addition, work done by [19] developed a tool 

called JINX to develop distributed immersive virtual 

environments that utilize commodity computer clusters. 

The input/output devices can be connected to any 

computer outside the system. They utilize X3D for the 

development of 3D worlds and XML for the exchange 

of data between different computers.  

Xrooms is another system that provide web based 

immersive visualization environment. This system 

utilizes a cluster of PC’s to provide stereo projection on 

several walls. It also supports voice commands and 3D 

input devices. VRML was used to create the 3D 

environment. The VRML browser was modified to 

allow synchronization between clusters of PC’s. An 

Application Program Interface (API) was developed to 

provide support for 3D devices and to modify the 

VRML world from Java applets. They also added more 

fields on some VRML nodes to make them more 

suitable for stereo viewing [10].   

Although all the previous solutions used 

VRML/X3D to construct their virtual environments, 

which is the standard file format for representing 3D 

data on the web, they require special systems or 

software to use the input/output devices with these 

environments. Furthermore, extending the VRML/X3D 

node specification to include new fields (as done in 

[10]) violates the standard.  Thus these solutions can not 

be generalized to become standard solutions for 

creating immersive virtual environments on the web.  

In [8] the concept of first class browser was 

presented to extend the VRML capability to support 

special input/output devices. The idea of a “first class” 

browser is to implement only core functions of 

input/output devices inside the VRML browsers, while 

keeping the appearance and behaviour of devices as part 

of the scene graph as script nodes. This solution is more 

flexible for the virtual environment creators, though, it 

makes VRML browsers dependent on the evolution of 

input/output devices utilised in virtual environments. 

The it3d toolkit presented in [15] is a library aiming 

for facilitating the development of 3D virtual 

environments. One part of this toolkit provides a 

unified interface for distributed input/output devices. 

The library implements a unified programming 

interface for the device drivers using OMG IDL. 

Because input/output devices can be distributed over 

the network, the library uses multi-cast peer-to-peer 

communication between the devices and the 

application. The application specifies a listener 

interface in order to receive the device events. The 

whole library is implemented in Java and Java 3D, 

which makes it portable. Although the library was not 

developed specifically for web based virtual 

environments, it can be very helpful in creating such 

applications.  

This paper looks for ways of providing immersive 

web based virtual environments using standard 3D 

web technologies. The first technology is the VRML, 

which is the ISO standard for creating and exchanging 

3D worlds over networks. The second technology is 

Java 3D, which is a set of classes extending the Java 

language functionality to handle 3D worlds. Both 

VRML and Java 3D do not automatically support 

immersive input/output devices such as head mounted 

displays, 3D trackers, Data gloves, or other virtual 

reality devices. Instead the standard mouse/keyboard 

and monitor are the input/output devices supported by 

default by these technologies.  

In this paper two different architectures will be 

presented to extend the capabilities of VRML and Java 

3D to support immersive virtual environments. The 

scenarios were implemented and tested using a 5DT- 5 

sensor data glove (from 5
th
 dimension technologies) 

and a VFX 3D head mounted display with a  480x480 

resolution  and a head tracking system (from 

Interactive Imaging Systems) with a simple virtual 

environment. Both devices come with a C/C++ APIs 

to read and control the device. The scenarios proposed 

in the next section rely mainly or partially on Java, 

since it provides portable, device independent 

solutions. This required creating a Java- C/C++ 

interface for the devices, which was achieved by 

developing a Java Native Interface (JNI) for each 

device driver. 

In this work interactions with the virtual 

environment were based on gestures. We reviewed 

some of the research in the virtual reality literature that 

used gestures to interact with virtual environments 

([12] has a good review of gesture-based interfaces for 

VR applications). For example work done by [3] used 

two handed gesture system to control interface 

widgets. They used video tracking to track the position 

of the hand, thus they limited the gestures to simplify 

the video tracking. In this work they allowed one hand 
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to grab the widget and the other to apply the required 

gesture on top of the virtual object. These gestures are 

interpreted differently based on the application.  

 In the next section we will present the architectures of 

the two proposed solutions. 

 

3. Proposed Architectures 
 

3.1. VRML Solution 
 

The VRML standard has capabilities to represent 3D 

static models and to add some dynamic behavior to 

these models. In many simple applications the 

capabilities of VRML are sufficient to build desktop 

virtual environments. However, in many cases, these 

standard capabilities are no longer sufficient. In these 

cases, VRML has two methods of extending its 

capabilities with other languages: Scripting and the 

External Authoring Interface (EAI). Currently both of 

these methods allow VRML to be extended with Java 

language. In case of scripting, the Java Script 

Application Interface (JSAI) can be used to write a Java 

Script code that is included either directly within the 

VRML file or a class name is specified in the VRML 

file, which refers to the compiled Java code [24]. This 

capability allows more sophisticated web applications. 

It was used in developing a surgical planning web tool 

[9] and a web based virtual environment for searching 

and viewing antiquarian collection [6]. On the other 

hand, the EAI is an interface between the VRML world 

and the Java language that allows access to VRML 

nodes from a Java code that should exist with the 

VRML world in the same web page. This technology 

has been utilised in a number of applications such as 

[18, 9, 7] to achieve multi-user collaboration or native 

language extensions.    

Our first proposed solution is to utilise the EAI to 

provide access to other input/output devices. In this 

scenario VRML will be used to develop the virtual 

world. A Java applet that exists in the same web page 

will be used to connect the virtual world with the JNI 

device interface. Communication between the Java 

applet and the VRML world is done using the EAI. The 

security restrictions imposed on Java applets prohibit 

access to native code from applets. To overcome this 

restriction a Java application is responsible for calling 

the JNI device interface and sending device events to 

the Java applet via a socket connection open on the 

same local machine. Figure 1 shows the architecture of 

the first scenario. The Java applet pulls device events 

from the Java application based on a Java timer, which 

gives the flexibility to the virtual environment to 

determine the frequency of getting input and sending 

output depending on the critical needs of the 

application.  

 
Figure 1. First scenario VRML- EAI extension. 

 

3.2. Java 3D Solution  

Java 3D is another technology that has been used to 

develop web based virtual environments. The Java 3D 

classes extend the Java language functionality to 

handle geometry construction and manipulation, 

appearance definition and animation. The fact that it 

extends the Java language makes it more flexible and 

scalable than VRML, since features like network 

connections, user interface development, portability 

and other Java features are directly available in Java 

3D. However, VRML is more abstract and simpler to 

develop- being a text file format- than Java 3D. Java 

3D has been used to develop web based applications 

for architectural design and civil engineering project 

management [11]. 

Java 3D supports the standard keyboard, mouse and 

monitor input/output devices. It also provides a 

number of classes and interfaces to support other input 

devices (e.g., the input device interface, sensor and 

sensor read classes). In addition, Java 3D provides a 

number of utility classes to interact with the virtual 

universe using standard keyboard and mouse (e.g., key 

navigation behavior, mouse translate, and mouse 

rotate). Nevertheless the abstract class (behavior) can 

be used to implement any customized interaction 

technique.  

In this scenario, the virtual world is created using 

Java 3D classes. Two classes implementing the input 

devices interface were implemented for the data glove 

and the HMD tracking system (data glove interface 

and HMD interface). In addition, special behavior 

classes were implemented to track navigation and 

detect object picking using the data glove (my object 

behavior, my VP behavior and my grab behavior). 

Each object in the 3D scene that can be grabbed and 

moved will be surrounded with a “bounding sphere” 

of the same size as the object. This sphere will detect 

that the viewpoint is very close to the object which 

allows it to be picked. The design of classes in this 

solution achieved reusability of code for different 

applications by separating the content of the VR world 

and the desired behavior of the objects of this world 

from the input/output devices interfaces. Figure 2 

shows the class diagram representing the classes 

developed in this solution and their relationships.  
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Figure 2. Class diagram for Java 3D solution. 

 

3.3. Architecture Evaluation 

The previous two scenarios were implemented on PC 

Pentium III 550 MHz, 128 MB with a special graphics 

card. Both scenarios achieved the desired objective of 

interacting with the web based virtual environment 

using special input/output devices. However, the 

VRML solution is limited to work on web browsers 

that support the external author interface APIs (which 

are Netscape version 3 and 4 and internet explorer 

version 4). The new Sun Java virtual machines do not 

support the EAI APIs. Furthermore, a delay in the 

VRML rendering was noticed between the user 

interaction and seeing the effect of this interaction on 

the scene, especially for large scenes. It is anticipated 

that the delay is due to limited VRML capabilities in 

updating large worlds in high frequencies as desired by 

immersive virtual environments input devices. Finally, 

the fact that the web 3D consortium is currently 

adopting X3D technology as the new 3D web standard 

indicates that VRML will soon disappear. These 

reasons were enough to make us abandon the first 

proposed architecture. 

  

4. System Implementation 

The two architectural solutions were implemented on a 

prototype virtual world, which contains simple 

geometric objects (e.g., sphere, cone, cylinder and box), 

in addition to lights and camera (viewer).  

Interactions with the virtual world have been divided 

into two types: navigation and manipulation. 

Navigation interactions affect the viewer or camera 

position and orientation. Meanwhile, manipulation 

interactions allow the user to grab objects, rotate them 

in two directions (pitch and roll) and release objects. 

Gestures from the data glove were interpreted as 

interactions as shown in Table 1. Our gesture 

recognition algorithm was based on work done by [12], 

where a threshold value of 0.5 was used to decide 

whether a figure is flexed or not. Furthermore, pitch 

and roll values read form the data glove were applied to 

change the grabbed object orientation. 

Finally, three values tracked using the head tracker 

(pitch, roll and yaw) were interpreted as changes in 

the camera (viewer) orientation. Because the VRML 

world can contain more than one viewpoint node, the 

transformation matrix combined from the three values 

was applied to the currently active viewpoint node.  

Grab-able objects in the virtual world are 

surrounded with sensors to detect if the viewer is close 

enough to the object to apply a grab gesture. The 

colour of the object changes when a grab gesture is 

successfully applied on the object. This object will 

then be moved along with the camera (viewer) until it 

is released. Figure 3 shows some of the gestures used 

in the system. 

 

 
 
         Move up                                  Grab               Move forward 

 
Figure 3. Three of the gestures used in the system. 

 
Table 1. Gestures interpretation. 
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Move forward Flex Not Flex Flex Flex 

Move backward Flex Not Not not Flex 

Move right Not Not Not Flex Flex 

Move left Not Not Flex Flex Flex 

Move up Not Not Not not Flex 

Move down Flex Not Not not not 

Object grab Flex Flex Flex Flex Flex 

Object release Not Flex Flex Flex Flex 

 

5. System Evaluation 

In order to evaluate the interaction techniques 

implemented in the system- described in the previous 

section- and its usability, we performed user hands-on 

evaluation sessions. Following is a description of the 

procedure followed during these sessions:  

• The purpose of the system and the special 

input/output devices used are explained to the 

candidates.  

• The candidates are allowed to use the devices freely 

for 5 minutes to get used to the head mounted 

display and the data glove.  

• The candidates are given another 5 minutes to 

freely navigate in the virtual world.  

• Then they are given a set of tasks to perform in the 

world (such as finding and moving objects in the 

world) and they will be timed.  

• An observer watches the candidates while 

performing the tasks and takes notes of any 

difficulties.  

MyObjectBehavior Object (in 3D world) 

DataGloveInterface                         HMDInterface 

SensorBehavior 
World V.P. 

Add around 

Set transformation 

Set  

transform 

Read device 

sensor 

Read device 

sensor 
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• At the end of the evaluation session, the candidates 

are asked to answer a questionnaire that evaluates 

the following aspects of the system:  

• Usability of the head tracking feature. 

• Usability of the gesture interface using the data 

glove. 

• Usability of manipulating objects in the world using 

the data glove. 

• Interactivity of the system. 

Ten candidates from the computer science department 

participated in the system evaluation. Following are the 

results of this evaluation: 

• As mentioned before, the Java 3D solution was 

reported to be more interactive and usable than the 

VRML solution due to the delay in the lateral. 

• Some of the candidates suffered fatigue from the 

HMD as well as being lost in the VR world, which is 

consistent with other research results in the virtual 

reality literature. 

• All candidates achieved the desired tasks, however 

they reported difficulty in navigation through the 

world using gestures (they thought using the mouse 

is easier). 

• Candidates thought that changing the colour of the 

grabbed objects helped them during their task, 

because of the difficulty of distance estimation in the 

VR world.  

 

6. Conclusion 

In this paper we presented two generic architectural 

solutions to provide immersive web based virtual 

reality applications. Both architectures were 

implemented, tested and achieved the desire goal. 

However, the Java 3D architecture was found to be 

more portable than the VRML solution (Java 3D 

solution is not only platform independent, but also 

browser independent). We also evaluated the usability 

of the proposed interaction technique described in 

section 4. The evaluation procedure and results were 

described in section 5. 

In the future, we would like to investigate the 

utilisation of X3D technology to achieve the same 

objective of immersive web based virtual 

environments. 
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