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#### Abstract

Examination timetabling problem is an optimization problem which consists in assigning a set of exams to a set of contiguous time slot, satisfying a set of constraints. The problem falls in the category of the NP-Complete problems and is usually tackled using heuristic methods. In this paper we describe a solution algorithm and its implementation based on the graph heuristics and the evolutionary meta-heuristic called scatter search which operates on a set of solutions by combining two or more elements. New solutions are improved before replacing others according to their quality and diversity. The implementation of the algorithm has been experimented on the popular carter's benchmarks and compared with the best recent results.
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## 1. Introduction

Timetabling problems are generating considerable interest from researchers across the fields of operations research and artificial intelligence. A general timetabling problem includes assigning a set of events (courses, exams, meetings, etc.,) into a limited number of timeslots (periods). All timetabling problems share the same basic characteristics of the general timetable problem but, the amount of variance between different timetable problems is so greet as to make general solutions impracticable to implement. In our study we are mainly concerned with one type of university timetabling problem: the examination timetabling problem.

This problem regards the scheduling for a number of exams in a given set of periods avoiding overlap of exams with common students and spreading the exams for student as much as possible. However, as polices differ from university to university in defining the quality of exam timetabling; it becomes difficult to give a universal definition for this problem.

At the most basic form of this problem any feasible timetable must satisfy the constraint:

- No student may have two exams in the same period.

And in some cases:

- The seating capacity for any period should not be exceeded.

A university may also add other constraints, for example:

- If a student has to take two exams in any one day, there must be at least one complete period between the two exams.
- One exam must be held before another one
- Some exams may require the same period
- An exam may require a particular room

Thus, we have tow kinds of constraints: hard and soft.

- Hard constraints are constraints that can not be violated for physical reasons or administration rules For example; a person cannot be assigned to two different exams at the same time. Solutions which do not violate any of the hard constraints are called feasible solutions.
- Soft constraints are mainly preferences constraints, desirable but not essential. In most real world situations no solutions can be found to satisfy all the soft constraints. Therefore, a useful measure of the quality of a timetable can be taken to be the number of violations of these soft constraints. Minimising these violations is one of the overriding objectives. Generally, the violated soft constraints are aggregated into an objective function, which serves as an index of the solution quality. Thus, the goal of the examination timetabling process is to produce the feasible timetable of the highest possible quality (minimum value of the particular objective function).
Note that the examination timetabling problem is an NP-hard problem [27] which means that it is not possible in a reasonable time to carry out an exhaustive search for the timetable.

For instance, the number of ways to schedule 68 exams into 28 periods is $28^{68}$ and the vast majority of these timetables are infeasible, because hard constraints are not always satisfied. Thus the problem is to find good timetables in this vast search space which contains some feasible solutions. The manuel solution of timetabling usually requires several days and may be unsatisfactory to some respects. Many of the exam timetabling algorithms which have been developed are very problem-specific and cannot be used to find high quality solutions to a wide range of problem instances. In general, no one algorithm will give best results for all exam timetabling problems to which it is applied. Some algorithms will perform well on one subset of problems but fail when different constraints are introduced

In this paper we describe a solution algorithm and its implementation based on the evolutionary metaheuristic called scatter search which operates on a set of solutions by combining tow or more elements. New solutions are improved before replacing others according to their quality and diversity. The implementation of the algorithm has been experimented on the popular carter's benchmarks and compared with the best recent results.

The paper starts with the description of the exam timetabling problem. In section 3 we present previous approaches followed in section 4 by the general template of scatter search. In section 5 we present our algorithm followed by the computational experimentation with the performance obtained, before concluding our contribution on the field.

## 2. Description Problem

The examination timetabling problem can be described as a given set of $P$ periods and a set of $N$ exams to place each exam in some period avoiding overlaps of exams with common students and spreading the exams for student as much as possible. Here we assume that all exams have the same duration period and we give a version based on $[15,19,30]$ to allow comparison of quality of solutions produced by the best recent approaches. It is common in timetabling community to employ the penalty function for solution evaluation proposed by in [19] on his wide range of real world timetabling benchmark problems, available via internet: ftp://ftp.mie.utoronto.ca/pub/carter/tesprob/.

This penalty function enables comparison of quality of solutions produced by different approaches. Thus in our experiment we use the method of solution evaluation shown in equation 2 for measuring student spread based on proximity to minimize. The hard constraints that must be observed are presented in equations 3 and 4 . Equation 3, stats that every event should be scheduled once, and only once in the timetable. Equation 4 specifies that no conflicting exams should be scheduled within the same period. As
in [19] we assume that we have not a limitation on available seating for each period.

The penalty function sums all the penalties and divides the obtained sum by the number of students. The final result is the average penalty for each student. The smaller its value the better the solution is. Note that whenever a student has to sit two examinations $s$ periods apart, such penalties are: $\boldsymbol{w}_{1}=16, \boldsymbol{w}_{\mathrm{r}}=8$, $\boldsymbol{w}_{r}=4, \boldsymbol{w}_{4}=2, \boldsymbol{w}_{5}=1$. Thus the notation used is as follows:
The minimization problem is defined as minimize

$$
\begin{equation*}
\left(\sum_{i=\square}^{N-\square} \sum_{j=i+\square}^{N} \sum_{p=\square q=\square}^{P} \sum_{q=\mid}^{P} \square^{\square-|q-p|} t_{i p} t_{j q} c_{i j}+\sum_{i=\square}^{N} \square \square t_{i(P+!)}\right) \tag{1}
\end{equation*}
$$

If $\quad\left\{\begin{array}{c}\square \leq|q-p| \leq \square \\ \text { and } 0 \text { otherwise }\end{array}\right.$
Subject to

$$
\begin{equation*}
\sum_{p=\square}^{P+\square} t_{i p}=\square \quad \forall \in\{1, \ldots \ldots N\} \tag{3}
\end{equation*}
$$

where
$t_{i p}=1 \quad$ if exam $i$ is scheduled in period $p, 0$ otherwise.
$c_{i j}$ is the number of students attending exam $i$ and $j$. $M$ is the total number of students.

In some cases it may not be possible to construct a feasible timetable, each exam that cannot be scheduled in a valid period can be placed in an extra period, the period $(P+1)$ which should be heavily penalised [8, 14].

## 3. Previous Approaches

A large number of variants of the examination timetabling problem have been proposed in the literature depending on the type of the institution and distinct constraints. In other respects, several techniques have been presented to solve each type of timetabling problem.

The early approaches include integer programming, network flow, and graph heuristics [22]. Some of these techniques are either impractical or too simple to solve complex or large timetabling problems.

- Constraint programming logic [7] has been employed over the years for timetabling problems.
- Heuristic sequencing approach [14, 19, 22], employed in educational timetabling, involves using heuristic, to estimate how difficult each exam will be to place in the timetable and to order them before placing each exam. These heuristics produce substantially better timetables than using a random ordering.

Recently, a large amount of successful research has investigated meta-heuristic approaches for a variety of timetabling problems. These include taboo search simulated annealing and, genetic algorithms [23, 28, 32]. These methods begin with one or more initial timetables and employ search strategies which try to avoid local optima. Extensive work has also been carried out to study other new approaches and methodologies for timetabling problems as more problem solving experience is collected. These include hyper-heuristics [17], hybrid methods [29], cluster methods [4], case-based reasoning [13], hybrid multiobjective evolutionary approach [21], ant algorithms [24], sequential methods with meta-heuristics [15], fuzzy methodologies [5], multicriteria approach, [9], and large neighbourhood search approach [1, 2, 3].

Note that in this paper we are not attempting to directly solve the examination timetabling problem. Instead, we are concerned with underpinning the development of general timetabling systems by investigating scatter search approach for this problem.

## 4. Scatter Search Approach

Scatter search is an evolutionary meta-heuristic population based for solving combinatorial and linear optimization problems. It has been proposed in 1960's by [25,26] for combining decision rules and problem constraints. It uses strategies to construct solutions by combining others and updating the set of reference solutions used for combination. In fact, scatter search can be implemented in multiple ways and offers many alternatives for exploiting its fundamental ideas [25, 26]. Specifically this approach may be sketched as follows:

- Diversification generation method used to generate a starting set of solutions to guarantee a critical level of diversity and to rebuild a subset of the population during the search.
- Improvement method used to improve in quality new solutions obtained by the diversification generation method or by the solution combination method.
- Reference set update method builds and maintains a reference set consisting of the $b_{l}$ best solutions according to their quality, and the $b_{2}$ most diverse solutions (some scatter search procedures only uses the quality criterion to update).
- Subset generation method produces subsets of solutions with two or more elements from the reference set to be combined as a basis for creating combined solutions.
- Solution combination method transforms a given subset of solutions produced by the subset generation method into one or more combined solution using a problem dependent combination operator.


## 5. Scatter Search for the Examination Timetabling Problem

In this section, we describe the solution approach that we have developed for the examination timetabling problem using scatter search. The components are organized in some way as described in section 4.

### 5.1. Diversification Generation Method

In order to create a population of distinct solutions, we combine heuristics with the process of tournament selection. First, we generate a subset of exams randomly, we order them with respect to some heuristic, and then we assign them one by one into feasible timeslots without violating any hard constraint and with the lowest penalty. The size of the subset is given as percentage of the full examinations set [15, 19].

A variety of sequential heuristics can be used to construct initial solutions. They sort examinations on the basis of the estimated difficulty of their scheduling. The most interesting are: Largest Degree (LD) heuristic and Saturation Degree (SD) heuristic which are two widely studied graph coloring heuristics for applications to timetabling problems [6, 15, 19], see algorithm 1 .

In LD exams are ordered decreasingly by the number of conflicts they have with other exams. This heuristic aims to schedule the most conflicting exams first. For SD exams that are not yet scheduled are ordered increasingly by the number of feasible timeslots available at that time. The priorities of the exams thus change dynamically according to the situations encountered at each step of the solution construction

Algorithm 1 diversification generation method, for each member of the population composed by $P$ size timetables
A. Randomly built a tournament of exams with size at a set proportion of total size (for example 20\% of total size).
B. Select in turn an exam from tournament using one of the precedent ordering strategies (to break ties we use the LD strategy).
C. Schedule the selected exam in the valid period causing least penalty. If there is a tie between periods schedule the exam at the earliest of the
periods. If no such period exists then add to the list of unscheduled exams.
Another way of maintaining the diversity in the population is to consider, from time to time, some assignments (we use $5 \%$ of the total number of exams) of exams to periods which have not been frequently used before.

Thus, a frequency matrix $N \times P$ is updated at each iteration of the scatter search process. When we wish to increase the diversity, we create a partial solution with $c \times N$ (we use $c=0.05$ ) assignments of exams to periods which were not frequently used. The remaining $N-c \times N$ assignments of exams to periods are then computed by the diversification generation method.

### 5.2. Improvement Method

This algorithm iteratively inspects the neighbourhood (the set of candidate solutions, produced from the current one by moving one exam) and replaces the current solution by the candidate with lowest penalty. The hill climbing used to improve the solutions does not accept zero improvement and will not spend time exploring regions of no immediate improvement such as plateaus.

Algorithm 2 improvement method, for each period $p$ in the timetable taken in some random order:
A. Take each exam e in period $p$ in some random order.
B. Calculate the penalty of scheduling e in every other valid period.
C. If the best of these has low penalty than $p$, then schedule e in this period. Using the precedent ordering strategy SD, try scheduling each unscheduled exam in some valid period
D. If any improvement is found, repeat.

Note that at this stage, the SD strategy produces better results than the other graph coloring heuristics: the resulting timetabling solutions have no unscheduled exams.

### 5.3. Reference Set Update Method

The construction of the initial reference set starts with the selection of the best $b_{1}$ solutions from the population $P$. These solutions are added to the reference set Refset and deleted from $P$. For each solution in $P$-refset we compute the minimum of the distances to the solutions in Refset, then, we select the solution with the maximum of these minimum distances. This solution is added to Refset and deleted from $P$ and the minimum distances are updated. Thus the reference set Refset composed by $b$ solutions is a subset of the population that consists of both Refset $_{1}$ composed by $b_{l}$ high quality solutions and Refset $_{2}$ composed by $b_{2}$ diverse solutions. It is used to generate
new solutions by applying the solution combination method.

An improved new solution $t$ replaces another in Refset $_{1}$ if its evaluation is better than the worst evaluation solution in Refset ${ }_{l}$. If $t$ is not kept due to its quality it replaces another in Refset $_{2}$ if its diversity is better then the worst one in Refset $_{2}$. The distance functions between two solutions $\boldsymbol{t}$ and $\boldsymbol{t}^{\prime}$ used to measure the diversity in reference set Refset is:

$$
\begin{equation*}
\partial\left(t, t^{\prime}\right)=\sum_{i=1}^{P} \sum_{j=1}^{E}\left|t_{i j}-t_{i j}^{\prime}\right| \tag{5}
\end{equation*}
$$

### 5.4. Subset Generation Method Construction

This subset generation procedure consists of creating different subsets of Refset as basis for the subsequent combination method. The approach for doing it is organized to generate different collections of subsets from Refset [25, 26]. Each subset is generated only once. The smallest subsets (denoted by 2 -subsets) consist of all 2-elements subsets from Refset. The subsets a-subsets, $\mathrm{a} \in\{3,4\}$ are built by augmenting each (a-1)-subset with the best evaluation solution not included in the subset. Finally, c-subsets $\mathrm{c} \in\{5 . . . \mid$ Refset $\mid$ contains the best c-elements.

In our implementation, we found that most of the searching power can be attributed to the combination of the 2 -subsets.

### 5.5. Solution Combination Method

The combination method as well as the improvement method is context dependent. The method we implement consists of generating a new solution from the combination of each 2 -subset solutions, see Algorithm 3. The solutions generated are subjected to the improvement method, before they are considered for membership in Refset. The combination method continues until there is no change in Refset and all the subsets have been used. At this point, the Refset is partially rebuilt with a diversification update.

Algorithm 3 solution combination method, we combine the two timetables of a subset in order to produce a new timetable:
A. Initially, all exams that are not scheduled in either of the two parents are inserted in the not yet scheduled list set.
B. We then consider the first period in both timetables
C. If an exam is scheduled in this period in both parents then it is scheduled in this period in the child timetable.
D.Exams that are scheduled in this period in only one of the parents are added to the not scheduled list.
E. We then attempt to schedule the exams from the not scheduled list into the current period in the child timetable in order with one of the measures described below (to break ties we use the LD strategy).
F. Exams that cannot be scheduled are left in the not scheduled list and passed on to the next period.

If both parents have unscheduled events we consider that the main problem is scheduling all exams within the limited number of periods. Therefore we use the largest weighted degree heuristic where the highest priority is given to the examination with the largest sum of the weighted conflicts: each conflict is weighted by the number of students involved.

If either or both of the parents do not have unscheduled exams, we use the least conflicting with previous period heuristic which orders the exams by their number of conflicts with the exams that have already been scheduled in the child's previous period. This is aimed at reducing the number of near clashes [12, 15].

## 6. Experimental Experiences

The purpose of this experiment is to evaluate the performance of our approach for the examination timetabling problem. We assume that there are no limits on the amount of seating available during each period, in order to enable comparison with a wider range of existing methods based on this assumption.
We implement and run the algorithm using Visual C++ 6 , on a Pentium III 851 MHz machine with 256 Mb RAM.

The algorithm was tested on 5 real world benchmark exam timetabling problems using the carter's data collection [19]. These datasets presented in Table 1, cover a range of characteristics (on number of exams and conflict matrix density). In Table 2, we show the performance of our approach in comparison with selected recently published results on the datasets. The best results amongst the compared techniques for each dataset are highlighted in bold font.

As the selection of the search parameters has an important effect on the performance of the metaheuristic, computational analyses are conducted and these parameters are fixed as follows:

- The population size $(P)=200$.
- The reference set size $(b)=20$.
- The number of quality solutions $\left(\boldsymbol{b}_{1}\right)=10$.
- The number of diverse solutions $\left(\boldsymbol{b}_{r}\right)=10$.
- The size of the subset in the process of tournament selection $=20$.
- The number of iterations $=2$.

We can observe that the performance of our algorithm with these parameters is comparable to the others and
is better for the UTE-S-92 problem. Another advantage of this approach is that reference set contains a number of high-quality solutions from which the decisionmaker could choose the one to use.

## 7. Conclusion

In this paper we have developed and implemented an approach based on the scatter search evolutionary meta-heuristic to the examination timetabling. The results by this method, enhanced by the use of the most performing graph heuristics, are encouraging. We plant to improve our work by considering other soft constraints and implementing a parallel scatter search to reduce the CPU computation time.

Table 1. Characteristics of the problems used for testing.

| Datasets | No. of <br> Exams | No. of <br> Students | No. of <br> Periods | Density |
| :--- | :---: | ---: | ---: | ---: |
| HEC-S-92 | 81 | 2823 | 18 | 0.42 |
| STA-F-83 | 139 | 611 | 13 | 0.14 |
| UTA-S-92 | 622 | 21266 | 35 | 0.13 |
| UTE-S-92 | 184 | 2750 | 10 | 0.08 |
| EAR-F-83 | 190 | 1125 | 24 | 0.27 |

Table 2. Results comparison.

| Datasets | Ute92 | Uta92 | Sta83 | Hec92 | Ear83 |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Our Scatter Search <br> approach | $\mathbf{2 2 . 9 4}$ | 3.52 | 138.12 | 10.63 | 30.90 |
| Abdullah et al. (2006) [1] | 24.21 | 3.63 | 150.28 | 10.28 | 34.87 |
| Abdullah et al. (2006) [3] | 26.00 | 3.60 | 159.00 | 10.80 | 36.00 |
| Asmuni et al. (2004) [5] | 27.78 | 3.75 | 160.42 | 11.78 | 37.02 |
| Burke et al. (2004) [8] | 25.70 | 3.50 | 159.10 | 10.60 | 35.00 |
| Burke et al. (2005) [10] | 35.40 | 4.52 | 158.20 |  | 45.60 |
| Burke et al. (2007) [11] | 28.01 | $\mathbf{2 . 8 8}$ | 158.19 | 12.25 | 37.92 |
| Burke et al. (2002) [12] | 25.83 | 3.20 | 168.73 | 11.54 | 37.05 |
| Burke et al. (2006) [16] | 24.82 | 3.06 | 157.03 | 10.15 | 32.76 |
| Caramia et al. (2001) [18] | 24.40 | 3.50 | 158.20 | $\mathbf{9 . 2 0}$ | $\mathbf{2 9 . 3 0}$ |
| Carter et al. (1996) [19] | 25.80 | 3.50 | 161.50 | 10.80 | 36.40 |
| Casey et al. (2002) [20] | 25.40 |  | $\mathbf{1 3 4 . 9 0}$ | 10.80 | 34.80 |
| Cote et al. (2005) [21] | 25.30 | 3.50 | 157.00 | 10.40 | 34.20 |
| DiGaspero et al. (2001) | 29.00 | 4.20 | 160.80 | 12.40 | 45.70 |
| [23] | 27.70 | 3.80 | 157.20 | 11.30 | 36.80 |
| Eley et al. (2006) [24] | 270 | 3.12 | 3.77 | 157.38 | 10.74 |
| Kendall et al. (2005) [28] | 27.12 | 38.14 |  |  |  |
| Merlot et al. (2003) [29] | 25.10 | 3.50 | 157.30 | 10.60 | 35.10 |
| Petrovic et al. (2003) [30] | 25.33 | 3.14 | 165.27 | 10.83 | 33.75 |
| White et al. (2004) [33] | 29.00 | 4.44 | 158.00 | 12.90 | 45.80 |
| Yang et al. (2004) [34] | 25.53 | 3.14 | 151.15 | 10.83 | 33.70 |
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