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Abstract: The fuzzy c-means clustering algorithm has been widely used to obtain the fuzzy k-partitions. This algorithm 
requires that the user gives the number of clusters k. To find automatically the “right” number of clusters, k, for a given data 
set, many validity indexes algorithms have been proposed in the literature. Most of these indexes do not work well for clusters  
with different overlapping degree. They usually have a tendency to fails in selecting the correct optimal clusters number when 
dealing with some data sets containing overlapping clusters. To overcome this limitation, we propose in this paper, a new and 
efficient clusters validity measure for determination of the optimal number of clusters which can deal successfully with or  
without situation of overlapping. This measure is based on maximum entropy principle. Our approach does not require any 
parameter adjustment, it is then completely automatic. Many simulated and real examples are presented, showing the 
superiority of our measure to the existing ones.
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1. Introduction

Cluster analysis has been playing an important role in 
solving many problems in pattern recognition, image 
processing, colour image segmentation, machine 
learning, data mining, and different fields like 
medicine, biology, technology, marketing. The aim of 
the cluster validity is to find the partitioning that best 
fits the underlying data. A wide variety of clustering 
algorithms have been proposed for different 
applications and a good overview can be found in the 
literature [9, 14, 16, 17].

Since there are no predefined classes, it is therefore 
difficult to find an appropriate metric for measuring if 
the found clusters configuration is acceptable or not. 
The result of a clustering algorithm can be very 
different from each other on the same data set, and 
input parameters of an algorithm can extremely modify 
the behaviour and execution of that algorithm. Usually, 
in well separated clusters, 2D data sets are used for 
evaluating clustering algorithms as the reader can easily 
verify the result. But in case of high dimensional data, 
the visualization and visual validation is not a trivial 
task. Therefore some formal methods are needed.

The process of evaluating the results of a clustering 
algorithm is called cluster validity assessment. For this, 
there are three different techniques: external criteria, 
internal criteria and relative criteria. Both internal and 
external criteria are based on statistical methods and 
they have high computation demand. A review of 
clustering validity indexes that are based on external 
and internal criteria can be found in [6]. Also as was 

mentioned [7], the validity assessment approaches 
based on relative criteria work well in non overlapping 
cases. If the data set considered contains overlapping 
clusters, then, the majority of the existing validity 
index fails to detect the right number of clusters.

In this paper, we propose a new and efficient 
measure to determine the optimal number of clusters, 
based on Maximum Entropy Principle (MEP), which 
not only handles efficiently high degree overlapped 
cases, but also are completely automatic, requiring any 
parameter determination. We show also in some 
examples that it works well also in non gaussian 
mixture models. 

The organization of the rest of the paper is as 
follows. In section 2, we briefly review some validity 
measures related to our work, and also present some 
of their shortcomings. In section 3, the proposed 
measure based on MEP is presented and the 
correspondent algorithm. Section 4 presents many 
examples using artificial and real data sets to 
demonstrate the effectiveness of the proposed 
measure. Finally, section 5 concludes the paper.

2. Related Work

The Fuzzy C-Means (FCM) clustering algorithm has 
been widely used to obtain the fuzzy c-partition. This 
algorithm requires that the user predefine the number 
of clusters k; however, it is not always possible to 
know the number of clusters in advance. Different 
fuzzy partitions are obtained at different values of k. 
Thus, an evaluation methodology is required to 
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validate each of the fuzzy c-partitions and, to obtain an 
optimal partition (or optimal number of clusters c). This 
quantitative evaluation is the subject of cluster validity. 
The mathematical formula used to compute the 
validation is referred to as a cluster validity index.

Many clusters validity indexes for fuzzy clustering 
are proposed in the literature in order to find an optimal 
number of clusters. [3] Proposed two cluster validity 
indexes for fuzzy clustering: Partition Coefficient (VPC) 
and Partition Entropy (VPE.) These indexes VPC and VPE 

are sensitive to noise or a weighting exponent m. Other 
indexes such as VFS and VXB which take into account the 
geometric properties of input data were proposed 
respectively [5] and Xie-Beni [15].The VFS index is 
sensitive to both high and low exponent m. VXB 

provided a good response over a wide range of choices 
both for c=2 to 10 and for 1<m ≤ 7. However, VXB 

decreases monotonically as the number of clusters c 
becomes very large and close to the number of data n. 
[12] extended Xie-Beni index VXB to eliminate its 
monotonic decreasing tendency. To achieve this, a 
punishing function was introduced to the numerator 
part of Xie and Beni original validity index. [7] have 
defined a new validity index VS_Dbw. This latter exploits 
also the compactness and the separation properties of 
the data set. The compactness is measured by the 
cluster variance whereas the separation by the density 
between clusters. As was mentioned [8] the index 
VS_Dbw is optimized for data sets that include compact 
and well-separated clusters that is in non overlapping 
cases. [10] attempted to determine the optimal number 
of clusters by measuring the status of the given 
partition with both an under-partition function and an 
over-partition function. The proposed index VSV is the 
sum of the two functions. VSV provides enhanced 
performances when compared with the previous 
studies.

More recently, a new validity index VOS was 
proposed [11], VOS exploits an overlap measure and a 
separation measure between clusters. The proposed 
index VOS was defined as the ratio of the overlapping 
degree to the separation. The overlap measure, which 
indicates the degree of overlap between fuzzy clusters, 
is obtained by computing an inter-cluster overlap. The 
separation measure, which indicates the isolation 
distance between fuzzy clusters, is obtained by 
computing a distance between fuzzy clusters. As was 
mentioned [11] the proposed index VOS is more reliable 
than other indexes. Unfortunately, from the tests on the 
IRIS data that have real overlapping clusters, the 
authors have seen that VOS does not discriminate the two 
overlapping clusters.

 
3. The Proposed Validity Index

For a given data set, we obtain, after some clustering 
process,  a  partition  on  k  clusters  c1…  cj  …ck.  Now, 
define Pij as a measure of the links between any point i 

and the cluster cj, for j = 1…k. As all memberships of 
any of those clusters cj are known, we can set Pij =0 for 
i ∉ cj and, for i ∈ cj, Pij >0 are normalized by:

                     1=∑
∈ jci

ijP , for j = 1…k.          (1)

For all the clusters, we have: 
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The entropy of all the clusters is defined by:
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where jS  is given by:
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Sj is the entropy corresponding to the cluster j. This 
entropy will be maximal when all the data points of 
each  cluster  have  the  same  association  with  their 
cluster  centres.  Therefore,  the  optimal  number  of 
clusters  is  the  number  k whose  value  of  entropy is 
maximal.

In  addition to  maximizing  the  above entropy,  we 
use another constraint which will be minimized. In this 
second  constraint,  for  each  cluster,  the  nearest 
neighbour  data  points  to  the  cluster  centre  will  be 
privileged.  The  proposed  constraint  is  given  by  the 
following formula:

                 
2

1

ji

k

j ci

ij gxPW
j

−=∑∑
= ∈

 

(8)

where 
2

is the euclidean distance, and xi represents 
the point i. We are trying to reach the higher possible 
concentration around or near each cluster centre.
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To  satisfy  the  above  two  constrains,  that  is  to 
maximize  S while  minimizing  W,  is  equivalent  to 
minimize the following expression:

                     T = W – S                                (9)
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under k constraints: 1=∑
∈ jci

ijP for j=1,...k

The  lagrange  optimizing  the  formula  given  in 
equation 10 under the k constraints is given by 
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where  αj is the lagrange multiplicator associated to  jth 

constraint. We then annul the derivation of L per Pij: 
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we can then give the expressions of  Pij for  i  = 1...N, 
and j = 1...k by the following:

                [ ]2
1exp jijij gxkZP −−= −

                 (13)

where Zj is a normalization coefficient given by: 

Zj = exp (1 + kαj )

By replacing the expression of Pij given by (13) in the 
corresponding  constraint  expression,  we  obtain  the 
expression of jZ given below:

                 



 −−∑=

∈

2

ji
ci

j gxkexpZ
j

    (14)

then Pij coefficients can be computed by:
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now, we define, our proposed index VMEP as the whole 
entropy: 
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where  Sj is  defined  by  equation  7  which  use  Pij 
defined  in  equation  15.  The  optimal  number  of 
clusters is then the number  k whose value of  VMEP is 
maximal. 

The proposed new algorithm using the new index 
VMEP. We  propose  in  this  section  our  new  general 
algorithm based on the novel index VMEP. The optimal 
number  of  clusters  is  the  number  k whose value of 
VMEP is maximal. The steps of the algorithm are:
A. Fix the maximal number of classes Kmax

B. K ← Kmax

C. Do while  k ≠  1, 
C.1.Application of clustering algorithm (exp: call  

Fuzzy C-means or k-means to define the k classes  
c1… cj …ck. and determine the gj centres, for j= 1,
…,k)

C.2.Compute  the  Pij   probability  with  formula  15
C.3.Compute the Sk entropy with formula 7
C.4.K ← K-1

     End
D. VMEP  =  max  Sk,   for   k=  2,   Kmax  .   ( The  correct
 number  of  clusters  is  then  the  k  for  which the  
maximum is due)

4. Experimental Results

To test the performance of proposed validity VMEP, we 
use it to determine the optimal number of clusters in 
some of synthetic data and also in a well known real 
data set. However, in earlier publications, VSV, 
proposed [10], was compared with the following 
validity indexes VPC, VPE, VFS, VXB, VK and VS-Dbw. It 
provides enhanced performances; and in the previous 
work of one of the authors [13] it was also 
implemented and used to find the optimal number of 
clusters using Gaussian Mixture Model (GMM), and 
the EM algorithm for clustering process, this scheme 
was successfully applied to extract the design regions 
in color textile image. Therefore, in this investigation, 
we will just compare our proposed index VMEP to VSV. 
In first, we review some applications of VMEP to GMM. 
We generate sixteen artificial data sets. The first one, 
DataSet1, is like the well known four polonaise balls 
[4], Figure 1 shows the scatter plot of this data set; it 
has 4 compact and well-separated clusters aligned in 
diagonal. Each cluster was generated using normal 
distribution; the parameters used for generating this 
data set are given in Table 1.

Table 1. Parameters used for generating DataSet1.

Cluster 
Number

Number of 
Points

Mean Vector
Covariance 

Matrix
Cluster 1 1000 (-4; -4) (2  0; 0  2)
Cluster 2 1000 (0; 0) (1  0; 0  1)
Cluster 3 1000 (4; 4) (1  0; 0  1)
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Cluster 4 1000 (8; 8) (2  0; 0  2)

The others fifteen Data Sets: DataSet2,…, DataSet15 
and DataSet16, are derived from the first one, by 
producing a two overlapping clusters with different 
degree of overlap. We move the coordinates centre of 
cluster 2 having as coordinates centre (0, 0) as shown in 
Table 1, to a series of the following centers coordinates 
(1, 1), (1.5; 1.5), (1.6; 1.6), (1.7; 1.7), (1.8; 1.8), (2; 2), 
(2.5; 2.5), (2.9; 2.9), (3; 3), (3.25; 3.25), (3.5; 3.5), (3.6; 
3.6), (3.7; 3.7), (3.9; 3.9), and finally (4; 4) which are 
the coordinates centre of cluster 3, as shown in  Table 
1.

We apply VSV and VMEP to these data sets, and we see 
if VMEP can perform VSV? If yes, how well does it, and 
up what limit?. The cluster validation results using VSV 

and VMEP are shown in Figure 1. For the DataSet1, 
having well-separated clusters, both VSV and VMEP can 
select correctly 4 as optimal number of clusters. For the 
DataSet2 to DataSet4, which have two overlapping 
clusters with low degree of overlap, also both VSV and 
VMEP select correctly 4 as the optimal number of 
clusters. For DataSet5, VSV select 3 which is a failure 
result. By increasing the degree of overlap in DataSet6, 
DataSet7, VSV also fails, it select 3 which is not a correct 
optimal number of clusters. Instead, VMEP selects 
correctly 4 clusters for all these data sets (DataSet5, 
DataSet6, and DataSet7).

Figure 1. Results of clusters validation using VSV (minimal value) 
and VMEP (maximal value), displayed from DataSet1 to DataSet7.

From the above results, we conclude that VSV can 
work correctly only in the presence of a low degree of 
overlap, and it produces a failure results when dealing 
with relatively a high overlapping degree. We then 
stop to apply VSV to data sets having a superior 
overlapping degree such as DataSet8…DataSet16; and 
we continue to apply only VMEP.

The result of applying VMEP to the DataSet8 to 
DataSet13, are presented respectively in Figure 2. 
VMEP can still work well; it selects correctly 4 as the 
optimal number of clusters. In DataSet14…DataSet16, 
the centre coordinates of the moved cluster number 2 
are respectively (3.7; 3.7), (3.9; 3.9), and (4; 4). These 
centers are very close to those of the fixed cluster 
number 3 whose coordinates centre are (4; 4). This 
yields a very high overlapping degree. In this case, we 
can see in Figure 3 that the two overlapping clusters 
represent approximately one cluster. VMEP can not 
select 4 as optimal number of clusters, it select 3 
clusters which can be considered as evident result.

0

0.2

0.4

0.6

0.8

1

1.2

2 3 4 5 6 7

Number of Clusters k

 D
o

-J
o

n
g

 K
im

 
In

d
ex

 V
S

V

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

2 3 4 5 6 7 8

Number of Clusters k 

D
o

-J
o

n
g

 K
im

 I
n

d
e

x
 

V
S

V
  

0.2

0.4

0.6

0.8

1

1.2

2 3 4 5 6 7 8

Number of Clusters k

 D
o

-J
o

n
g

 K
im

 
In

d
ex

 V
S

V

8.09

8.29

8.49

8.69

8.89

9.09

9.29

9.49

9.69

9.89

2 3 4 5 6 7 8

Number of Clusters k 

 P
ro

p
o

s
e
d

 I
n

d
e
x
 

V
M

E
P

0.37

0.47
0.57

0.67

0.77

0.87
0.97

1.07

2 3 4 5 6 7 8

 Number of Clusters k 

  D
o

-J
o

n
g

 K
im

 
In

d
ex

 V
S

V

7.75

8.25

8.75

9.25

9.75

10.25

2 3 4 5 6 7 8

 Number of Clusters k 

P
ro

p
o

se
d

 In
d

ex
 

V
M

E
P

7

7.5

8

8.5

9

9.5

10

2 3 4 5 6 7 8

Number of Clusters k 

 P
ro

p
o

se
d

 In
d

ex
 

V
M

P
E

0.33

0.53

0.73

0.93

1.13

2 3 4 5 6 7 8

Number of Clusters k 

 D
o

-J
o

n
g

 K
im

 
In

d
ex

 V
S

V

0.34

0.54

0.74

0.94

1.14

2 3 4 5 6 7 8

 Number of Clusters k 

D
o

-J
o

n
g

 K
im

 
In

d
ex

 V
S

V
  

7

7.5

8

8.5

9

9.5

10

2 3 4 5 6 7 8

 Number of Clusters k

P
ro

p
o

se
d

 In
d

ex
 

V
M

E
P

 

0.38

0.48
0.58

0.68

0.78

0.88
0.98

1.08

2 3 4 5 6 7 8

Number of Clusters k 

 D
o

-J
o

n
g

 K
im

 
In

d
ex

 V
S

V
  

9
9.1
9.2
9.3
9.4
9.5
9.6
9.7
9.8
9.9
10

2 3 4 5 6 7 8

 Number of Clusters k 

P
ro

p
o

se
d

 In
d

ex
 

V
M

E
P

 

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

2 3 4 5 6 7 8

Number of Clusters k 

D
o

-J
o

n
g

 K
im

 
In

d
e
x
 V

S
V

  

9
9.1
9.2
9.3
9.4
9.5
9.6
9.7
9.8

2 3 4 5 6 7 8

Number of Clusters k 

P
ro

p
o

se
d

 In
d

ex
 

V
M

E
P

(4;4)

(4;4)

(4;4)

(4;4)

(4;4)

(4;4)

(0;0)

(1;1)

(1,7;1,7)

(1,8;1,8)

(2;2)

(3,6;3,6)

(3,7;3,7)

(4;4)

DataSet
1

DataSet
2

DataSet
3

DataSet
4

DataSet
5

DataSet
6

DataSet
7

 

9
9,1
9,2
9,3
9,4
9,5
9,6
9,7
9,8
9,9
10

2 3 4 5 6 7 8

Number of Clusters 

 P
ro

p
o

s
e

d
 

in
d

e
x

 V
M

E
P

DataSet13 

(4;  4)  

(3.6; 3.6 )  

9
9,1
9,2
9,3
9,4
9,5
9,6
9,7
9,8
9,9
10

2 3 4 5 6 7 8

 Number of Clusters 

 P
ro

p
o

s
e

d
 

in
d

e
x

 V
M

E
P

DataSet12 

(4;  4)  

(3.5; 3.5)  

9
9,1
9,2
9,3
9,4
9,5
9,6
9,7
9,8
9,9
10

2 3 4 5 6 7 8

Number of Clusters  

P
ro

p
o

s
e

d
 

in
d

e
x

 V
M

E
P

DataSet11 

(4;  4)  

(3.25; 3.25  

9
9,1
9,2
9,3
9,4
9,5
9,6
9,7
9,8
9,9

2 3 4 5 6 7 8

Number of Clusters 

P
ro

p
o

s
e

d
 

in
d

e
x

 V
M

E

DataSet10 

(4;  4)  

(3; 3  

9
9,1
9,2
9,3
9,4
9,5
9,6
9,7
9,8

2 3 4 5 6 7 8

Number of Clusters  

P
ro

p
o

s
e

d
 

in
d

e
x

 V
M

E
P

(4;  4)  

(2.
9

; 2.
9)

 

9
9,1
9,2
9,3
9,4
9,5
9,6
9,7
9,8

2 3 4 5 6 7 8

Number of Clusters 
 P

ro
p

o
s

e
d

 

in
d

e
x

 V
M

E
P

DataSet8 

(4;  4)  

(2.5; 2.5)  

DataSet9 



Optimal Fuzzy Clustering in Overlapping Clusters                                                                                                                     150 

Figure  2.  Results  of  clusters  validation using the proposed VMEP, 
displayed from DataSet8 to DataSet13

Then, we see that VMEP performs clearly VSV, it can 
still work well and select the correct optimal number of 
clusters for all data sets up DataSet13, as shown in 
Figures 2 and 3. From the data sets DataSet14 up 
DataSet16, as shown in Figure 3, VMEP can not select 4 
as optimal number of clusters; because the clusters 
number 2 and 3 are extremely overlapped, and they 
may be regarded as one cluster. We conclude that VSV 

can work correctly only in the presence of a low degree 
of overlap, and it produces a failure results when 
dealing with relatively high overlapping degree, while 
VMEP still works well, and selects correctly 4 as optimal 
number of clusters with very high overlap. We 
conclude that VMEP performs clearly VSV for GMM as 
verified in our early work [1].

The performance of VMEP is also examined using a 
well known real Iris data set [2]. Results are shown in 
Figure 4. Both the two index VMEP and VSV select 
correctly 3 as optimal number of clusters. Here, VSV can 
work well because the low degree of overlap.

Figure  3.  Results  of  clusters  validation using the proposed VMEP, 
displayed from DataSet14 to DataSet16

Figure 4. Results of clusters validation using Do-Jong Kim’s index 
VSV  (minimal  value),  and  the  proposed  VMEP (maximal  value), 
applied to the Iris Data Set.

Now, what about non GMM, Figure 5 shows results 
when VMEP is applied to other forms like banana forms. 
In the present work, we generate 4 banana forms named 

respectively Banana set1, Banana set2, Banana set3, 
Banana set4. In all of them, VMEP detects the correct 
and real number of clusters.

Banana set1 describe two banana forms enclosed 
into one circle which is wrapped by one banana form. 
The result of applying VMEP to the Banana set1 shows 
that it can select 4 clusters which is the correct number 
of clusters for banana set1. For banana set2, we stay 
the same two banana forms enclosed now in two 
symmetric banana forms with same centre but with 
different radius. In this case VMEP can select also 4 
clusters which is the correct number of clusters for 
banana set2. The illustration of the banana set3 show 
two symmetric banana forms with same centre and 
same radius. We keep into them the same two banana 
forms enclosed in banana set1 and banana set2. VMEP 

works also well and selects 3 clusters which is the 
logic and correct number of clusters. Finally, we test 
our new index on a combination of different forms and 
overlapping case. The result of this application 
showing in graphic BSet4 is very interesting. VMEP can 
detect 5 clusters which is the correct number of 
clusters. This last result completes the performance 
and the robustness of VMEP.

  
Figure 5. Results of clusters validation using VMEP for some banana 
forms.

5. Conclusion

We introduced in this paper a new formulation of a 
cluster validity index for the validation of the fuzzy k-
partitions that are generated by the application of the 
FCM clustering algorithm. This new index can be 
playing an important role in solving many problems in 
pattern recognition, amelioration of the quality of 
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products in marketing. The proposed index VMEP is 
based on the MEP and the optimal number of clusters is 
the number k* whose value of VMEP is maximal. The 
performance of our index VMEP was examined, in both 
our generated synthetic data sets and in real data 
example and a robustness of this new index is 
completed by the extension of the method to non-GMM 
with overlap. The experimental results show the 
superiority of our measure VMEP to the existing ones and 
its capacity to detect the “right” number of clusters with 
different shapes and degree of overlap.

Finally, we report also another advantage of our 
index. The definition of VMEP uses any parameter 
produced by the adopted clustering algorithm. 
Therefore, VMEP is independent of any clustering 
algorithm. This allows us to choose any one, such as 
Gustafson-Kessel (GK) algorithm which can deals with 
ellipsoidal clusters, or EM clustering algorithm. This 
will be the subject of our next investigation.
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