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1. Introduction 

The off-line handwriting is the most difficult problem 
to solve in the field of OCR-Optical Character 
Recognition due to the wide variability of handwriting 
styles, existence of within /between writer variations 
and the absence of an additional source of information 
(compared to the on-line system). In this case the 
recognition rate drops with the use of a large 
vocabulary and multi-writer context. However most of 
the research effort has been devoted to arming the 
recognition system by an additional improving step. 
This additional step can be held: 

• After the OCR (a posterior or post-recognition step) 
by matching the recognized word against a lexicon 
to measure the similarity and using this information 
to make a suitable correction in order to improve the 
recognition rate. The disadvantage of this method is 
that the running time increases linearly with the 
number of words in the lexicon. 

• Before the OCR (a priori) by extracting from image 
text the writer’s style identity. Writer identity offers 
a valuable additional source of information to the 
recognition system that allows transforming the 
complexity of the multi-writers system into mono-
writer ones, as shown in Figure 1.  

In spite of its usefulness and meaningful 
improvement in recognition for off-line handwriting, 
personal identification has been almost neglected 

especially in Arabic OCR [9]. The identification task 

includes a comparison of a set of handwriting samples 
provided from an unknown writer with each class 
reference pattern, and decides which reference pattern 
matches the unknown writer features best. 

 

 
 

Figure 1. Recognition system improved by adding a priori writer 
identification module. 

 
As a signature, a person’s handwriting has long 

been considered as an important behavioural 
characteristic and was accepted as a form of human 
identification. In spite of the existence of within-writer 
variation, we can notice that this variation is less 
significant than the between-writer variation, as shown 
in Figure 2. Each person writes in his own style. This 
problem can be treated in two ways: the verification 
and the identification of the writer [1]. 



Neural Networks and Support Vector Machines Classifiers for Writer…                                                                                    93 

  

Writer verification is a process to compare 
questioned handwriting with samples of handwriting 
obtained from sources for the purpose of determining 
whether the two samples were written by the same 
writer or by two different writers. This is a two class 
categorization problem: authorship or non-authorship 
[3, 20, 24]. 

 

        

(a) Written 6 times by the same writer.                                                   

 

(b) Written by 6 different writers. 
 

Figure 2. Illustration of within-writer and between-writer variation 
by the superposition of a same word. 

 

The investigations in the field of writer verification 
are attributed basically in the biometric axis of research. 
This axis still remains a very active research topic 
because it aims to replace the intuitive methods (made 
by experts) with scientific rigorous ones, whose 
effectiveness can easily be established with precision.  

According to our bibliographic research, the 
problem of writer identification has been carried out 
only for Latin [1, 3, 18, 19, 20, 24] and Chinese scripts 
[23, 25]. However, such studies will be a valuable 
contribution in the case of Arabic. In this paper, we 
present a contribution to the writer identification using 
off-line Arabic handwriting. Our approach is based on 
the combination of global and structural features. Our 
various works in recognition of the off-line Arabic 
handwriting [6] shows the complexity of the task 
particularly in a multi-writer context. The variations 
within and between-writers are accentuated by the 
calligraphic nature of Arabic script.  

In this paper, we present in the next section some 
problems related to the morphological variation of this 
script. In section 3, we give a brief description of the 
Multilayer Perception classifier, SVM classifier and 
features selection problem. In section 4, we give an 
overview of our system design. In section 5, the 
experimental results are given for two feature sets. 
Conclusions and future work are drawn in the last 
section. 
 

2. Problems Related to the off-Line Arabic 

Handwriting 

The recognition of the off-line multi-writers Arabic 
handwriting is a non-trivial task due to the 
morphological characteristics of this script. It is 
assumed to be among the most difficult styles [13]. To 
analyze the related problems, we undertook a study on 
handwritten Arabic variations on a significant number 

of Tunisian town/village names extracted from the 
IFN/ENIT database [17].  

We retained significant morphological variations at 
different levels: 

• For Arabic script, the word is composed of one or 
several subwords. This concept often loses its 
significance in the case of the handwriting because 
of the very frequent discontinuity of the writings or 
overlapping in consecutive subwords, as shown in 

Figure 3-a [4]. 
• A character assumes up to four shapes according to 

its location within a subword:     in isolation, 
beginning, middle, or final, as shown in Figure 3-b. 

• The characters layouts present a wide 
morphological variability, as shown in Figure 3-c. 

• The writing presents different inclinations, as 
shown in Figure 3-d.  

• The thickness of the writing depends on the device 
of writing, the way of writing and the pressure 
applied on the pen, as shown in Figure 3-e.  A fine 
layout leads to a better shape of the letters, but may 
cause disconnections in the continuity of the shape. 
A thick writing is likely to cause the obstruction of 
the loops [25].   

• Several characters can be written in a combined 
way according to the style of the writer. One 
subword can be written differently with one, two or 
three connected characters (vertical ligatures). A 
ligature occurs when 2 or more letters overlap 
vertically and touch, as shown in Figure 3-f. 

• For aesthetic reasons, certain writers involve a 
sense of beauty and "lengthen" the horizontal 
ligatures. The density of the writings varies from 
one writer to another and the same subwords will 
not have the same length in the context of the 
handwriting. A too dense writing can involve an 
anomalous structure of the letters, while a too 
weakened writing can involve an abnormal 
extension of the letters being able to degenerate 
into an excessive elongation at the end of the word, 
as shown in Figure 3-g. 

• Certain handwriting present ambiguous characters, 
which induce confusions in the stage of recognition 
by gathering characters belonging to different 
classes, as shown in Figure 3-h.  

• Overlaps between two or more subwords (not 
necessary between succeeding subwords) are very 
frequent and pose challenging problems. An 
overlap occurs when two or more subwords overlap 
vertically without touching, as shown in Figure 3-i. 

• For Arabic script, sixteen characters include in their 
initial shape diacritic dots which can be at the 
number of one, two or three.  These dots can be 
either above or below the primary stroke of the 
character. These dots can take abnormal forms or 
locations compared to the layout shape of the 
character. They can be connected together or with 
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the body of the character. Sometimes, they can be 
missed or take a wrong position. Certain diacritics 
(such as kachida " ّ") can have forms which can be 
confused with diacritic dots or even with low-size 
characters, as shown in Figure 3-j. 

 
 

(a) Example of a discontinuous writings. 
 

 
 

(b) Illustration of the different shapes of the letter " " (ain),     
from right to left: initial, middle, end and isolated. 

 

 
 

(c) Example of morphological variability of the character’s shape 
written by nine writers compared to the printed form of the same 
character. 

 

 
(d) Inclination of the writing. 

 

 
 

(e) Examples of thickness variation. 
 

 
 

(f) Several characters can be written in a combined way according 
to the style of the writer. 

 

 
(g) Writing density variations, from left to right:  slackened writing 
& dense writing. 

 
 

(h) Ambiguous characters. 
 

    
 

(i) Examples of overlaps and ligatures. 
 

 
 

(j) Dots taking different position or shape. 
 

Figure 3. Illustration of some problems related to the off line 
Arabic handwriting. 

 

 

3. Preliminaries 

In this section, we give a brief overview of the 
classification used methods. 
 

3.1. Overview of Multilayer Perceptron 

Neural networks have been intensively used in the 
area of pattern recognition and have increasingly 
received considerable attention in various areas such 
as signal processing, pattern recognition and automatic 
control [5].  

The most popular network is the multilayer 
perceptron architecture which is trained using the 
backpropagation algorithm. It consists of at least three 
layers: an input layer, an output layer and one or more 
hidden layers, as shown in Figure 4.  

 
 

Figure 4. An example of two layers feed forward network 
architecture. 

 

Suppose we have n hidden layers and u input vector, 
the output y will be [15]:  

]b]b...b]buw[w...w[w[y nnnnnn +++++++= −−− 12111211 ξξξ   (1)     

Where 1( )i i nw ≤ ≤ is the weight matrix of the layer i, bi is 

the bias vector of the neuron and iξ  is a non-linear 

operator defined by: 

      
T

kikiii xxxx )](),...,(),([)( 2211 γγγξ =          (2) 

Where ( )iv vxγ is the activation function of neuron i 

from the layer v. The transfer function is in general a 
sigmoid: 

                            )e/()x(f cx−+= 11                       (3) 
 

MLP is trained by a gradient descent using the 
backpropagation algorithm to optimise the cost 
function. For example, the most common cost function 
is the mean square error criteria which summed the 
squared error between the desired and actual output 
vectors. 

 

                    ∑ −=
l

i

ii )OY()b,w(E 2

2

1
                   (4) 

 

Where Y is the true target value and O is the output of 
the network (function of w and b). The purpose of 
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neural-network training is to adjust w in such way that 
the error function is minimized. The backpropagation 
is a gradient descent on this cost function and the 
backpropagation weight updates are equivalent to: 

                         ))w/E()n(w ijij δδη∆ −=                 (5) 
 

Where η  is a positive step size known as the learning 

rate and wij is the connection strength of the wire 
between nodes i and j. In (5), if η  is small enough, the 

above weight updating will decrease the error between 
the desired output and the actual network output. 

                              jiij Ew ηδ∆ −=                              (6) 

Output layer neurons are: 

                        )YO)(e('f iiii −=δ                         (7) 

And the hidden layer neurons are:  

                    ∑
=

=
nodes_n

k

kiki w
1

δδ                                (8) 

 

Where k describes all the nodes in the next layer. 
 

The number of hidden neurons depends upon the 
complexity of the problem to be solved. The precise 
number of hidden neurons required for a given 
modelling task remains an open research problem. 

 

3.2. Overview of Support Vector Machines 

In the last years, Support Vector Machines have been 
massively used by machine learning and pattern 
recognition communities. They have successfully been 
applied to several different areas ranging from face 
recognition and verification, speaker verification, text 
categorization, prediction, image retrieval, and 
handwriting recognition [16]. A detailed description of 
SVM classifiers can be found in [2, 14, 22]. 

 

 

Figure 5 . SVM linear binary classifier. 
 

Suppose we have n training data points niii )y,x( ≤≤1 , 

where and { }1±=iy . We want to classify 

x among two classes.  
First, we consider the case of linear support vector 

machines to discriminate two classes (positive and 
negative classes), which are separated by a hyperplane.  

                         (( . ) )y sign w x b= +                            (9) 
 

Where w is normal to the separating hyperplane, b is 
an offset and (w . x )  is the scalar product between w 
and x, as shown in Figure 5.  

Our target is to try to maximize the margin of the 
classification on the training data set. We consider the 
margin as the minimal distance between any training 
points to the decision boundary. 
For separable data belonging to respectively positive 
and negative classes, we have:  

                  
.

.

. 1 1

. 1 1

i i

i i

x w b for y

x w b for y

+ ≥ + = +


+ ≤ − = −
                     (10) 

 

The goal of maximizing the margin can be formulated 
as a quadratic optimization problem:  

                         
2

2

1
wmin b,w

     

subject to       ( . ) 1 0i iy x w b+ − ≥                            (11) 
 

Thus, by solving this optimization problem with 
inequality constraint, we get the following Lagrangian: 

2

1

1
( , , ) ( .(( . ) ) 1)

2
i i i

i

n
L w b w y w x bα α

=

= − + −∑          (12) 

 

Where iα are non-negative Lagrange multipliers. 

We have to minimize ( , , )L w b α with respect to 

primal variables w, b, and to maximize it with respect 

to iα . We have to consider the conditions: 

0 0
∂ ∂

= =
∂ ∂
L L

and
b w

   which implies: 

            
1

n

i i i

i

w y xα
=

=∑  and 
1

0
n

i i

i

yα
=

=∑                   (13) 

 

substituting them into ( , , )L w b α , we have the 

following equation in which the primal variables are 

eliminated:  

            
1

- .
21 ,

n
L y y x x
D i i j i j i j

i i j

α α α= ∑ ∑
=

            (14) 

From this equation we can solve the lagrange 

multiplier
i

α  and replace it in ∑
=

=
n

i

iii xyaw
1

. Finally, 

the classification occurs using the following 
hyperplane decision function: 

                    
1

1

( ) (( . ) )

(( ). )

( ( . ) )

n

i i i

i

n

i i i

i

f x sign w x b

sign y x x b

sign y x x b

α

α

=

=

= +

= +

= +

∑

∑

                  (15) 
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w 
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. 1w x b+ = −  

. 0w x b+ =  

margin 
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Due to the fact that classification problems can’t be 
solved easily by a linear classifier, it is more practical 
to give the classifier the ability to solve non-linear 
problems. Therefore it is necessary to map the input 
space into a high dimensional features space F through 
non-linear map:  

                                                             (16) 

The training algorithm will use the data set through 

dot products in F. We substitute ( )ixΦ  for each 

training example ix  : 

          
1

- ( ). ( )
21 ,

n
L y y x x
D i i j i j i j

i i j

α α α= Φ Φ∑ ∑
=

       (17) 

Thus, when we replace ( ( ). ( ))i jx xΦ Φ with suitable 

kernel function ( , )i jK x x , the dual quadratic 

optimization problem becomes [12]: 

                   ∑∑
=

−
ji

jijiji

n

i

ia xxKyyaaa
,1

).(
2

1
max                     

subject to ( )∑
=

≤≤≥
n

i

ii ni,aya
i

1

10                   (18) 

Thus, by solving this optimization problem we get 
the following non-linear function: 

            )).(.()(
1

∑
=

+=
n

i

jiii bxxKyasignxf                 (19) 

The following table shows the most common 
Kernels: 

 
Table 1. Most common kernels. 

 

Kernel Function 

Linear ( , ) ( . )K x y x y=  

Gaussian (radial basis 
function) 

2

2
( , ) exp( )

2

ix x
K x y

σ

−
= −

 

Polynomial ( , ) ( . ) pK x y x y=  

Tangent Hyperbolic ( , ) tanh( . )K x y x y θ= −  

 

Table 2. provides a summary of the main differences 
between MLP and SVM classifiers 

 
Table 2. Comparison between MLP and SVM. 

 

 MLP SVM 

A
rc

h
it
ec

tu
re

 c
h
o
ic

e 

• Number of hidden layers. 

• appropriate initial weights 
• Number of neurons per 

hidden layers. 

• Activation function 

• Kernel  function 

• Correspondent parameter 
to the kernel function 

P
er

fo
rm

an
ce

 

• May converge to local 
minimum 

• Risk of overtraining 

• Converge to global 
minimum 

• No risk of overtraining 

 

4. Proposed Approach 

The proposed system is composed mainly of four 
modules: text-image acquisition, pre-processing, 
features extraction and the writer style classification, 
as shown in Figure 6.  

 

 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. The flow chart of the proposed writer identification 
system. 

 

Text images are digitized in grayscale at a 
resolution of 300 dpi, a median filter is used then to 
remove salt and pepper noise from each page.  
In the following, we describe in more details feature 
extraction and classification modules. 
 

4.1.  Features Extraction 

Each selected feature should morphologically 
characterize the style of writing of a script writer 
(authorship) to dissociate it from the other script 
writers (non-authorship). We combined two types of 
features:  structural and global ones. Feature vectors 
are extracted from handwriting at three levels: 
ascender, subwords and text line, as shown in Table 3. 

 

Table 3 . Features extraction levels. 
 

Extraction Level 
Feature 

Ascenders Subwords Text line 

Line height   x 

Spaces between 
subwords 

  x 

Inclination x   

Dots boldness and 
shape 

 x  

Wavelet transforms  x  

Entropy  x  

  

Features Extraction 
 

Global 
Features  

 

Structural  
Features 

Learning Phase Writer Identification 

Reference Model 

Writer Identity 

Feature Subset Selection 

Image Text Acquisition 
and Preprocessing 
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We retained four structural features: 

a. Average line height: In a previous step, we fixed 
space between the text lines to avoid the overlaps 
between succeeding ones. Under this condition, the 
extraction of the text lines of writings becomes 
easier by the method of the horizontal projection 
profile. The height 'h' of the line is measured 
directly on the histogram.  

b. Spaces between subwords: An algorithm allows to 
cross the baseline and to calculate the average of 
white spaces between subwords. 

c. Inclination of the ascenders: First, we extract the 
zone delimiting the ascenders then we measure the 
angle of inclination ‘γ ’ for each detected ascender, 

as shown in Figure 7.  
 

 
Figure 7. Ascenders inclination of the feature extraction. 

 
d. Features extracted from dots: These features are 

extracted from isolated diacritic dots. The height and 
the width of each diacritic dot (isolated dots) are 
measured on bounding box. The ratio of the sum of 
black pixels is also calculated. Then we compute: 

              /h l

a
R

b
=   and  100n

pixels

t

P
R

P
= ×                 (20) 

Where b is the width, a is the height, nP  is the sum of 

the black pixels and tP  is the sum of the total pixels in 

the bounding box. 
We used wavelet transform and entropy to extract 

textural features as follows: 

a. Wavelet transforms: We used Daubechies wavelet 
transforms to describe cursive Arabic subwords. The 
same feature set was used in the case of Arabic 
Optical Font Recognition and shown promising 
performances [11]. The 2D wavelet decomposition 
is applied until level three. We retain the mean and 
the standard deviation from each matrix subband 
(approximation, horizontal details, vertical details 
and diagonal details) as parameters describing the 
handwriting feature. 

 

 

Figure 8. Decomposition of the word (Street) at level 
three. 

 

b. Entropy: The entropy is a statistical measure of 
randomness (probability distribution) used to 
characterize the texture of the input image. It is 
defined as: 

                      ∑− )i(plog)i(p                            (21) 

where p(i) is the probability of the ith bins level being 
used and computed  from the grayscale histogram. 

The feature vector is composed of twenty 
parameters corresponding to each line text. Table 4 
gives the whole parameters set. 

Table 4. Extracted features. 

f1   Line height. 
f2   Average of white spaces between subwords  
f3   Mean of ascender’s inclination. 
f4   Standard deviation of ascender’s inclination. 
f5   Mean of average ascender’s width. 
f6   Standard deviation of average ascender’s width. 
f7   Mean /h lR  computed from each text line. 

f8   Standard deviation /h lR . 

f9   Mean pixelsR . 

f10  Standard deviation pixelsR . 

f11  Mean of approximation image matrix. 
f12  Standard deviation of approximation image 

 matrix. 
f13  Mean absolute deviation of approximation 

 image matrix. 
f14  Mean horizontal details matrix. 
f15  Standard deviation horizontal details matrix. 
f16  Mean vertical details matrix. 
f17  Standard deviation vertical details matrix. 
f18  Mean diagonal details matrix. 
f19  Standard deviation diagonal details matrix. 
f20  entropy. 

 
The Mean Absolute Deviation (MAD) is defined by: 

                    ∑
=

−=
N

1i

i xx
N

1
MAD                           (22) 

where the features parameters size is N, the parameters 
have values ix  and the mean is: 
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1

1
N

i

i

x x
N =

= ∑                                   (23)  

4.2 Feature Selection  

The main idea of feature selection is to select a subset 
of input variables by cutout features with weakly or 
non predictive information while maintaining or 
performing classification accuracy. In this context, 
genetic algorithms have been successfully implemented 
to select feature subsets in classification problems. 
Genetic algorithm is a form of inductive learning 
strategy inspired by the process of biological evolution 
[21]. In this work, we use the genetic algorithm to 
feature subset selection for writer identification using 
Arabic script.   

Consider the original feature set extracted in the 
previous step, as shown in Table 4, { }2021 f.....,,f,fF =  

we used genetic algorithm for feature subset selection 
in order to eliminate redundant and irrelevant features. 
Experiments were conducted using the following 
parameter settings: 

Population size: 30 

Number of generation: 1000 

Probability of crossover: 0.8 

Probability of mutation: 0.002 

Selection function: roulette wheel 

Fitness function: Mean Square Error (we minimize this 

function). The initial population is generated randomly. 

The different experiments lead to the selection of 
twelve parameters among the original feature set. 

{ }1 3 4 5 7 9 11 12 14 17 18 20, , , , , , , , , , ,subsetF f f f f f f f f f f f f=  

 
5. Experimentation and Results 

In this section, we first describe our database design 

and then we present the different results achieved using 
Multi-Layer Perceptron and Support Vector Machines. 
 

3.2. Database Description 

For the experiments reported in this paper, we have 
designed an Arabic letter source document which 
contains 505 characters, 15 numerals and 6 
punctuations, as shown in Figure 9-a. The choice of the 
letter contents was made to ensure the involvement of 
the various internal shapes of the letter within a 
subword (isolated, initial, middle and end). 
Handwriting samples of 60 persons were collected. 
Each person was required to copy the same letter three 
times: two samples were used for the training and the 
other for the tests which makes a total of 180 A4 
format sample pages. A black pen, a white sheet and a 
plain were provided.  These text images are initially 
digitized in grayscale at a resolution of 300 dpi.           
  

5.2. Results 

In this section, we briefly describe the different 
techniques that we have used to implement a modular 
network. In fact, it has been shown that the modular 
architecture offers superiority in terms of convergence 
and recognition capability over non-modular network 
[7, 11, 12]. In our case, the classification problem of 
the sixty writers is decomposed into two-classified 
sixty sub-problems: authorship and non-authorship. 
During the phase of training, a sub-network learns the 
features of the authorship and non-authorship. Thus, 
each sub-network learns the good examples as well as 
the bad ones (among the whole training base).  In this 
stage we faced the problem of the non-proportionality 
between the numbers of true examples compared to 
the false ones: each subnetwork learns two true 
examples and 118 false.  

This problem may bias the results because in the 
training stage the system learns more non-authorship 
examples. To solve this problem we used for each 
non-authorship writer text only one text line chosen 
randomly from the whole document.  Finally, the 
pages of test are presented at each of the sixty trained 
sub-networks. 
 Two sets of classification experiments were carried 
on the same feature vectors using two classifiers 
which are support vector machines and multi-layer 
perceptron.         
 
a. Classification using support vector machines 

We use a support vector machines classifier with 
radial base function core. Class-modular classification 
architecture was adopted. It consists of 60 different 
classes SVM, each one representing the style of one 
writer which is trained separately. During the training 
phase, a sub-network learns the features of the 
authorship and non-authorship. We recorded an 
average rate of 93.76 %. Table 5 reports the results 
obtained by each subnetwork of the ensemble for 
optimal feature subset (obtained after using a genetic 
algorithm) [10]. 
 
b. Classification using multilayer perceptron  

In the second set of experiments, MLP classifiers were 
applied in the recognition of the same set of classes. 
The same set of handwriting attributes (features) for 
both training and test stages was used as in SVM 
classifiers. A modular architecture network classifier 
was adopted. It consisted of an ensemble of 60 MLP 
sub-networks. The architecture of each subnetwork is 
composed by two-layers of neurons interconnected by 
weights; the number of neurons in the input layer is 
equal to the length of features’ vectors. One output 
neuron takes Boolean values [8]. We recorded an 
average rate of 94.7 %. Table 6 reports the results 
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obtained by each subnetwork of the ensemble for 
optimal feature subset.  
 

 
 

(a) The printed form of the document. 
 

 
 

(b) An extract of three handwriting samples written by three 
writers. 

 

Figure 9. Test document. 
 

Table 5. Experimental results obtained with SVM modular 
network. 
 

Writer Rate 

(%) 
Writer Rate 

(%) 
Writer Rate 

(%) 
Writer Rate 

(%) 1 93.12 16 97.74 31 97.57 46 90.93 

2 92,05 17 92.01 32 96.48 47 92.17 

3 99.19 18 93.22 33 94.88 48 92.95 

4 93.44 19 97.74 34 86.95 49 94.17 

5 93.93 20 96.51 35 96.27 50 94.85 

6 94.48 21 94.63 36 92.54 51 98.14 

7 96.26 22 91.74 37 93.78 52 92.31 

8 89.8 23 91.12 38 95.57 53 90.89 

9 91.12 24 98.6 39 96.73 54 93.71 

10 91.56 25 91.61 40 93.49 55 96.5 

11 97.67 26 88.08 41 94.88 56 91.45 

12 93.93 27 91.84 42 92.68 57 95.66 

13 90.19 28 91.59 43 98.37 58 95.11 

14 89.72 29 91.06 44 91.08 59 93.44 

15 93.22 30 89.16 45 96.2 60 99.76 
 

Table 6. Experimental results obtained with MLP modular 
network. 
 

Writer Rate 

(%) 
Writer Rate 

(%) 
Writer Rate 

(%) 
Writer Rate 

(%) 1 94.16 16 97.66 31 93.47 46 95.12 

2 96.73 17 96.04 32 96.04 47 91.16 

3 96.74 18 96.96 33 97.44 48 94.63 

4 97.20 19 94.63 34 96.25 49 93.01 

5 93.26 20 96.03 35 96.87 50 92.06 

6 94.19 21 92.29 36 95.10 51 98.14 

7 97.20 22 91.59 37 93.94 52 95.10 

8 92.99 23 92.29 38 96.97 53 96.03 

9 92.99 24 97.67 39 99.07 54 93.47 

10 92.74 25 98.37 40 95.37 55 92.54 

11 96.27 26 93.24 41 95.35 56 90.44 

12 96.73 27 92.54 42 96.28 57 94.63 

13 96.03 28 93.46 43 97.90 58 93.72 

14 88.08 29 91.36 44 92.77 59 94.87 

15 91.36 30 94.63 45 90.42 60 99.30 

 
6. Conclusion and Future Works 

In this paper, we have described an approach for 
writer identification using off-line Arabic handwriting. 
Our proposed method is based on the combination of 
optimal local and global feature subset, which was 
optimised by using a genetic algorithm. Two machine 
learning algorithms were used: support vector 
machines and multilayer perceptron. Through 
experiments, we have found that the MLP provides 
slightly better results than SVM classifier in the writer 
identification task. 

The study of the performances per author shows 
that for some writers the MLP classifier achieved 
better results whereas for the others the SVM gives 
better performances. A hybrid approach is under 
development in order to profit from the advantages 
offered by each classifier.  
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