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Abstract: Software systems evolve and change with time due to change in business needs with the result that at some stage, the original design and architecture descriptions may not give exact representation of the actual software system. Accurate understanding of software architecture is very important for software maintenance because it helps in estimating scope of change, re-usability, cost, and risk involved in change. In some cases, for instance in legacy systems, an accurate architectural description may not even exist and it becomes necessary to extract the same from source code. Software clustering is the process of decomposing large software system into sub-systems on the basis of similarity between units in the sub-systems, essentially a depiction of the architecture. Software clustering, however, is an NP-hard problem that can be efficiently handled with help of meta-heuristic approaches. Particle Swarm Optimization (PSO) is an evolutionary meta-heuristic search based on flocking behavior of biological species and can be used to solve software clustering problem. This paper provides a novel framework for software clustering using PSO. The proposed algorithm is examined using three industrial software systems. Comparison of results with another mainstream meta-heuristic shows that the PSO approach performs better in terms of computational effort, consistency and quality of results.
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1. Introduction

Architecture of a software system is defined as “the fundamental organization of a system embodied in its components, their relationships to each other and to the environment and the principles guiding its design and evolution” [18]. Software architecture encapsulates higher level design of software, defining its various sub-systems and their relationships. Knowledge of software architecture is needed in various phases of software lifecycle e.g., maintenance, evolution and reuse [22]. However, for many systems this architectural knowledge is not so readily available and the software managers have to incur extra efforts in recovering the underlying architecture from source code. Manual methods can be considered as last resort measure for architecture recovery, but in the face of large size and complexity of today’s legacy software these measures prove costly and time-consuming. It is now generally recognized that in order for software architecture recovery to be viable, it must be handled by automatic or semi-automatic tools [34, 43].

Clustering is the process of decomposing large system into smaller manageable subsystems in such a way that entities within the subsystem are similar to one another and different from those in other subsystems. The similarity and difference is measured based on presence and absence of some features [32]. The terms entities and features are commonly used. Entities are usually files, classes or functions whereas features are the attributes such as number of function calls of one class within another class [39].

Clustering was first adopted for software architecture recovery in 1980’s and is now a well-established approach for automated recovery of software architecture. Historically, the adoption of clustering methodology in software domain has progressed along multiple strategies. Sometimes, classical clustering techniques have been applied directly to the software, sometimes classical techniques have been adapted according to the special characteristics of the software domain and sometimes entirely new clustering techniques have been devised specifically for software applications [13, 15]. Techniques used for software clustering can be grouped into graph theoretic techniques, Information Retrieval (IR) based techniques, data mining based techniques, pattern matching based techniques and meta-heuristic approaches. Owing to the NP-hard nature of the problem, meta-heuristics based techniques are of special relevance due to their efficiency in finding near-optimal solutions. Many meta-heuristics have been used for software clustering including Genetic Algorithms (GA) and evolutionary strategies. This paper presents a novel approach based on a relatively new and more efficient meta-heuristic
i.e., the Particle Swarm Optimization (PSO) for software clustering.

The remainder of the paper is organized into five sections. In section 2, literature review is presented. Section 3 discusses theoretical framework of the proposed approach. Section 4 presents experimental results. Section 5 is the concluding part.

2. Literature Review

In the past, several different techniques have been employed for clustering software. We can broadly divide these techniques into five categories: Graph theoretic techniques, IR based techniques, data mining based techniques, pattern matching based techniques, and meta-heuristic approaches. Representing the software as a graph (where nodes are software entities like classes or modules and edges are relationships like function calls or inheritance etc.), the graph theoretic techniques try to find the best clusters in the graph using mathematical graph-theoretic concepts [33]. Some of the earliest clustering algorithms belong to this category e.g., single-link [42] and complete-link [26]. Single link clusters are sub-graphs of the Minimum Spanning Tree (MST) [14] whereas complete-link clusters are maximal complete subgraphs of the MST [4]. Similarly, min-cut is a well-known graph-partitioning technique that can be applied to software graphs. Mancoridis et al. [31] used graph search for software clustering with modification to min-cut in the form of a Modularization Quality (MQ) measure which depicts cohesion and coupling among software modules. They presented an optimal clustering algorithm that finds the best clustering of software’s Module Dependency Graph (MDG) by finding all partitions of the MDG and selecting the best k-partition on MQ basis. The algorithm’s complexity, however, is exponential.

Spectral graph theory deals with the algebraic representations of graphs and their properties like adjacency matrix, laplacian matrix etc., Spectral graph partitioning [10, 11] aims to partition a graph on basis of eigen-vectors. Shokoufandeh et al. [41] applied spectral graph theory to find clusters in the MDG. Modeling the problem as a relaxed optimization problem with objective function trading off cohesion and coupling between nodes of the MDG, they were able to propose a polynomial-time solution within a known factor of the optimal solution. However, their worst case complexity is quite high (i.e., \( \theta(n^{m^2}) \) [41]). Further, the quality of the solution and running time deteriorates with larger size of the graph [7].

Problem with graph theoretical methods is that the search-space grows exponentially as the size of the software system increases [36]. Most of these methods assume that good software engineering principles have indeed been followed during construction of software so that inter-related components will have high cohesion and low coupling; however, there is no guarantee of truth of this assumption [3]. Reliance on high cohesion also makes these methods less suitable for identifying utility clusters which do not general possess this attribute.

IR deals with disciplined ways of extracting information from wide data sources. Frakes and Nejmeh [12] were an early approach that used IR for performing keyword and expression based searches on source code which was treated as a natural language corpus.

Latent Semantic Analysis (LSA) [5] is a statistical IR technique that is used for representing and comparing natural language text as real valued vectors. The vector represents semantic meaning of the text in a quantitative manner that encapsulates corpus-derived knowledge about the context of a particular word of text. Maletic and Marcus [29] used LSA for automatic software clustering. Documents correspond to modules, files, components and classes whereas words correspond to identifier names, operator, operands in source code and other words in documentation. Document/ module is added to a cluster if its cosine similarity measure with other documents/ modules is above a specified threshold. This method can not only discover semantically related modules but can also find stand-alone modules.

Kuhn et al. [27] introduced “Semantic Clustering” where in Latent Semantic Indexing (LSI) is used to cluster entities (e.g., methods, classes etc.) on the basis of similar vocabulary. LSI is used again to derive labels for the clusters with their most relevant terms. Finally, the distribution of concepts in the software is analyzed to determine how it is structured. The LSI approach has the advantage of language independence. One problem with this approach is that it is dependent on the quality of naming conventions (e.g., Java Naming Conventions, Hungarian Notation etc.) used in the software under analysis. The system fails if the programmers consistently followed bad naming habits.

Data mining is a field of study that aims to process information present in large databases and convert it to a meaningful structure usually in the form of association rules. For instance, Montes and Carver [38] used data mining concepts for extracting sub-systems. Specifically, association rule mining is used to identify data-related subsystems that use the same data.

Pattern matching approaches are based on the observation that there is a general vocabulary of patterns that are seen across many software architectures. Describing software clustering in terms of these patterns can be more helpful to the software maintainer than structure based approaches. For instance ACDC [44] identifies common patterns found in large systems. ACDC finds clusters according to various types of patterns, including source file pattern, directory structure pattern, body-header pattern, leaf-collection pattern, support library pattern, central dispatcher pattern and sub-graph dominator pattern.

Sartipi used a graph pattern matching [40] approach for architecture recovery of legacy software. Architecture Query Language (AQL) is introduced to describe architectural patterns including abstract
modules and interactions. AQL patterns are mapped to Attributed Relational Graphs (ARG) which are used to query an entity-relation graph obtained by parsing the source code. Nodes in the graph represent heterogeneous entities like variables, functions, types etc., and edges represent entity relationships like call, update, define, set and declare. Query satisfaction is an in-exact graph matching process based on finding the optimal sequence of graph edit operations (insert edge, delete edge and delete node) on subsets of the source code graph that render the source code graph most similar to the query graph. Even after finishing, the algorithm may leave some unresolved entities that require user involvement for placing them in appropriate modules. The system is computationally heavy as it requires finding suitable query matches in the graph.

Due to computational complexity of exact solutions in high-dimensional spaces, approximate or heuristic solutions are a favored option. Heuristic methods, however, provide only locally optimum solutions in the search space; they cannot guarantee global optimization. Meta-heuristic approaches, in general, are used to optimize the performance of heuristic approaches in search and optimization problems. Meta-heuristics are heuristic procedures used to tune, control, guide and allocate computational resources or reason about object-level problem solvers in order to improve their quality, performance or efficiency [6]. Well-known meta-heuristics include Evolutionary Algorithms (EA), GA, Artificial Neural Networks (ANN), Fuzzy Logic (FL), Simulated Annealing (SA), PSO, and Artificial Immune Systems (AIS).

Search Based Software Engineering (SBSE) [16] recognizes the central role of meta-heuristic search in software engineering problems. SBSE, a term first used by Harman and Jones [16] aims to formulate software engineering problems as search based optimization problems. Meta-heuristic search, as advanced by SBSE, is particularly suited for software engineering in general and software clustering in particular because of the following peculiarities of the software domain:

- There are too many competing and interacting constraints that have to be balanced against each other.
- These problems have high computational complexity and hence cannot be solved by traditional optimization techniques like linear programming or dynamic programming etc.
- There are too many interacting parameters.
- There are a large number of solutions. No precise definition of the best solution exists, yet it is possible to recognize a good solution from a bad one.
- The constraints are vaguely/poorly defined.

Mancoridis et al. [31] used GA to find clusters in a File Dependency Graph (FDG) extracted from source code. Kazem and Lotfi [21] used MDG and concepts of inter-and intra-cluster connectivity as parameters in a GA. The GA search is guided by MQ measure. Khan et al. [24] presented Evolutionary Strategy Based Automatic Software Clustering Approach (ESBASCA). Wang et al. [45] combined FL with a richer feature set to obtain a LIMBO Based Fuzzy Hierarchical Clustering (LBFHC).

The approach presented in this paper utilizes a more recent meta-heuristic algorithm, the PSO for software clustering and architecture recovery. It is a population based parallel meta-heuristic inspired from collective intelligence of swarms of particles. We have mapped the software clustering problem to PSO formalism. Further, we also show how the PSO based approach performs better than the other state of the art approach i.e., GA.

PSO approach has not been widely used to solve software clustering problem where the input is the number of classes contained in the software system and relationships between those classes. Li and Yang [28] used PSO to track multiple peaks based on nearest neighborhood search strategy. The experimental results show good performance on different test problems. Khanesar et al. [25] used binary PSO to find global minimum and the experimental results are quite satisfactory. Hassan et al. [17] performed comparative study and applied PSO and GA on Banana function and Eggcrate function. The experimental results verify the computational efficiency of PSO. Izakian et al. [19] applied discrete PSO to job scheduling problem to minimize the makespan and flowtime and compared the results with GA, Ant Colony Optimization (ACO), Fuzzy PSO and Continuous PSO. Experimental studies illustrate that the Discrete PSO is more efficient. Cui et al. [9] used hybrid PSO (combined with K-means clustering) to solve document clustering problem. Their experimental results illustrate that the use of hybrid PSO produces best clusters as compared to using PSO and K-means alone. Alam et al. [2] applied PSO to data clustering problem and compared the results with K-means clustering. Experimental results verify the effectiveness of PSO against K-means clustering.

3. Theoretical Framework of Proposed Approach

PSO is a nature inspired optimization algorithm introduced by Kennedy and Eberhart [23]. It is a probabilistic technique based on social behavior of bird flocking and fish schooling [8]. In PSO, potential solutions are called particles. These particles fly through the problem space by following the best positions found by neighbor particles and by themselves [28]. Every particle keeps record of its best position achieved so far. This value is called lbest [8]. There is another value gbest which is the best position obtained so far by any particle in the swarm [8]. A swarm is similar to population as in GA and particle is analogous to an individual in GA [19]. PSO is considered as collective and iterative method due to its
emphasis on cooperation [8]. Main advantage behind PSO idea is to combine local search and global search in terms of lbest and gbest respectively.

Each particle has position and velocity. Initially positions and velocities of all the particles are randomly initialized [46]. On each iteration, first the velocity of the particle is updated and then its position. The PSO algorithm uses lbest and gbest for adjusting the velocity of the particle. This process continues until desired fitness level is achieved. In other words, PSO algorithm is mainly composed of three steps; velocity update, position update and fitness calculation until desired convergence level is achieved [17].

Equations 1 and 2 are used to update velocity and position of the particle [46] as described in Figure 1.

$$v_{t+1} = v_t + c_1 r_1 (l_{best} - x_t) + c_2 r_2 (g_{best} - x_t)$$ (1)

$$x_{t+1} = x_t + v_{t+1}$$ (2)

Where, $c_1$ and $c_2$ are self-confidence factor and swarm-confidence factor respectively [17], $r_1$ and $r_2$ are uniform random numbers in the range [0, 1].

![Image of Velocity and position updates in PSO](image)

Figure 1 [17]. Velocity and position updates in PSO.

Equations 1 and 2 represent what is called real-valued PSO [25] because velocities and positions are represented using real values. The other version is the discrete version also proposed by Khanesar et al. [25] which is used to make Boolean decision. New position of the particle is decided using sigmoid function [17].

$$x_{t+1} = \begin{cases} 1 & \text{if } r < \text{sig}(v_{t+1}) \\ 0 & \text{otherwise} \end{cases}$$ (3)

Where, $r$ is a uniform random number in the range [0, 1] and

$$\text{sig}(v_{t+1}) = 1 / (1 + \exp(-v_{t+1}))$$ (4)

4. Software Clustering Problem with PSO

Suppose in a system there are $m$ classes $\{C_1, C_2, ..., C_m\}$ that we want to cluster into $k$ clusters $\{K_1, K_2, ..., K_k\}$ as a depiction of the system’s architecture. Quality of the resulting architecture can be evaluated in terms of its cohesion and coupling. Cohesion is a feature that measures how interrelated the modules in a cluster are. Coupling on the other hand is an inter-cluster concept that measures how inter-dependent two given clusters are. We always strive for high cohesion and low coupling in architecture. This ensures desirable architectural characteristics like understandability, maintainability, reusability etc.

As described by [31, 37] when software architecture having $n$ clusters is represented as a MDG with modules as nodes and their relationships as edges, coupling and cohesion can be expressed in terms of inter-and intra-connectivity of the clusters respectively. Inter-connectivity $E_{ij}$ between cluster $i$ and cluster $j$ with $N_i$ and $N_j$ nodes (i.e., modules) and $E_{ij}$ inter-edges (edges that start and end in different clusters) is generally given by [30]:

$$E_{ij} = \frac{0}{2N_iN_j} \text{ if } i = j$$

$$E_{ij} = \frac{2E_{ij}}{2N_iN_j} \text{ if } i \neq j$$ (5)

On the other hand, cohesion (or intra-connectivity) $\mu_i$ of cluster $i$ with $N_i$ nodes and $\mu_i$ intra-edges (edges that start and end in the same cluster) is in general calculated as [30]:

$$\mu_i = \frac{M}{N_i}$$ (6)

We can encapsulate both cohesion and coupling in a fitness function and try to optimize it with PSO such that cohesion is maximized and coupling is minimized. Fitness function or quality of clustered architecture is expressed in form of MQ [31, 37]. We use a modified version of MQ, called TurboMQ defined as [35]:

$$\text{TurboMQ} = \sum_{i=1}^{k} CF_i$$ (7)

Where, $k$ is the number of clusters, and Component Factor (CF) is defined as:

$$CF_i = \begin{cases} 0 & \text{if } \mu_i = 0 \\ \frac{\mu_i}{\mu_i + \sum_{j \neq i}^{k} (E_{ij} + \varepsilon_{jj})} & \text{otherwise} \end{cases}$$ (8)

Where, $CF$ is based on cohesion and coupling for cluster [31]. TurboMQ can assume arbitrarily large values depending on cohesion and coupling. In order to contain the MQ values between 0 and 1, we modify the MQ formula as [1]:

$$N \cdot \text{TurboMQ} = \frac{MQ}{k}$$ (9)

A potential solution to the clustering problem is represented with the help of a particle. A swarm of $N$ particles is represented by $\{P_1, P_2, ..., P_k\}$. Reference [19] suggests a way of representing discrete problems with PSO particle structure. In the present work, using similar approach, each particle is represented as a $k \times m$ matrix where each entry may be either 0 or 1. For a
Algorithm 1: PSO algorithm for software clustering

Set lbest to current position of particle.

a. Calculate fitness value using Equation 7.

For testing, we used 2.26 GHz Intel Core i3 machine with 3 GB RAM running Windows 7 Professional 32-bit operating system.

5. Experimentation, Results, and Discussion

5.1. Test Environment

The system has been implemented using Visual C++. Entire process for architecture recovery as shown in Figure 2. We use a custom source code analyzer [1] to extract inter-module relationships. This paper describes only the working of clustering algorithm in the figure. For testing, we used 2.26 GHz Intel Core i3 machine.

5.2. Benchmark Algorithm

We compare our results with another state-of-the-art meta-heuristic for software clustering, the GA. We have selected GA for comparison because just like PSO it is also a population based search in which an entire population of potential solutions iterates repeatedly to converge to an optimal solution. While PSO is inspired from flocking behavior of various species, GA gets its inspiration from reproductive behavior and “survival of the fittest”. GA represents a potential solution as a chromosome which evolves through successive generations to empower the desirable characteristics and weaken the undesirable ones. Unlike PSO, GA involves additional functions that mimic natural selection process; e.g., mutation and crossover. Another difference lies in the information sharing mechanisms of the two approaches; while particles in PSO share only lbest and gbest, chromosomes in GA share their contents completely with each other [20]. One advantage of PSO over GA is that PSO has memory of previous best known solutions whereas GA does not have such memory.

5.3. Performance Measures and Test Systems

The two meta-heuristics are compared in terms of computational effort and quality of solution. We define computational effort as the number of iterations required or the time required to converge. Quality of solution is defined as the fitness value at convergence, with higher fitness value meaning better quality solution.

Three test systems are used for experimentation:

- **Test System 1. Statistical Analysis Visualization Tool (SAVT):** This application helps statistical analysts in analysis and visualization of statistical data. It provides complete support of user interface for input and visualize along with the saving and loading data files.
- **Test System 2. Print Language Converter (PLC):** This application is a sub-system of a large software system. It provides conversion support from intermediate data structures to a well-known printer language.
• Test System 3. Power Economic Dispatch System (PEDS): This system is related to electrical power systems. It solves economic power dispatch problem using conventional and evolutionary computing techniques [1]. It uses MFC document viewer architecture.

Table 2. Test systems.

<table>
<thead>
<tr>
<th>Test System</th>
<th>Alias</th>
<th>No. of Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SAVT</td>
<td>97</td>
</tr>
<tr>
<td>2</td>
<td>PLC</td>
<td>69</td>
</tr>
<tr>
<td>3</td>
<td>PEDS</td>
<td>41</td>
</tr>
</tbody>
</table>

5.4. Experimental Setup

For each test system, we applied PSO and GA and performed comparison between decompositions of each algorithm. The comparisons are based on fitness values, rate of convergence and computation time. Fitness values are in the range 0 ~ 1. Zero specifies the worst decomposition while 1 indicates best decomposition [1].

Table 3 gives the parameter settings for the experiments. These settings were derived empirically by running several experiments and selecting those settings that gave the best results.

Table 3. Parameter settings.

<table>
<thead>
<tr>
<th></th>
<th>PSO</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swarm/Population Size</td>
<td>10 × No. of classes</td>
<td>10 × No. of classes (Swarm Size)</td>
</tr>
<tr>
<td>No. of Clusters</td>
<td>Average of three expert decompositions</td>
<td>Average of three expert decompositions</td>
</tr>
<tr>
<td>Termination Criteria</td>
<td>MO=1 or No Improvement in MQ for the last 1000 iterations</td>
<td>MO=1 or No Improvement in MQ for the last 1000 iterations</td>
</tr>
<tr>
<td>Algorithm-Specific Parameters</td>
<td>c1=2, c2=2</td>
<td>Selection: Tournament Crossover Probability: 100% Mutation Probability: 2%</td>
</tr>
</tbody>
</table>

5.5. Results and Discussion

For each test system, total 10 trials are taken (each continuing till termination criteria are satisfied), 5 trials using GA and 5 trials using PSO. On the basis of these readings, comparative analysis is performed. Time is shown in “HH:mm:ss” format.

• Test System 1 (SAVT): Results of both approaches for SAVT are shown in Table 4. There is 9.89% improvement in fitness value.

Table 4. SAVT results.

<table>
<thead>
<tr>
<th>Trial No.</th>
<th>PSO</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fitness Value</td>
<td>Time</td>
</tr>
<tr>
<td>1</td>
<td>0.505032</td>
<td>1:04:17</td>
</tr>
<tr>
<td>2</td>
<td>0.505032</td>
<td>1:03:11</td>
</tr>
<tr>
<td>3</td>
<td>0.505032</td>
<td>1:03:14</td>
</tr>
<tr>
<td>4</td>
<td>0.506467</td>
<td>1:04:56</td>
</tr>
<tr>
<td>5</td>
<td>0.505032</td>
<td>1:04:51</td>
</tr>
<tr>
<td>Average</td>
<td>0.505319</td>
<td>1:03:54 or 3834 sec.</td>
</tr>
</tbody>
</table>

PSO quickly converged to maximum fitness value within first 500 iterations. Analyzing fitness values Figure 3 reveals that results of PSO are more stable and consistent because of the minimum variations in the fitness values.

Comparison of computational effort of the two approaches as shown in Figure 4. There is 49.04% decrease in computational time for PSO in comparison to GA. The figure also reveals consistency of computational effort in PSO.

• Test System 2 (PLC): Results of both approaches for PLC are shown in Table 5. There is 6.4% improvement in fitness value.

Table 5. PLC results.

<table>
<thead>
<tr>
<th>Trial No.</th>
<th>PSO</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fitness Value</td>
<td>Time</td>
</tr>
<tr>
<td>1</td>
<td>0.688900</td>
<td>0:10:43</td>
</tr>
<tr>
<td>2</td>
<td>0.688900</td>
<td>0:10:01</td>
</tr>
<tr>
<td>3</td>
<td>0.688900</td>
<td>0:09:28</td>
</tr>
<tr>
<td>4</td>
<td>0.688900</td>
<td>0:09:58</td>
</tr>
<tr>
<td>5</td>
<td>0.688900</td>
<td>0:09:47</td>
</tr>
<tr>
<td>Average</td>
<td>0.688900</td>
<td>0:09:39 or 599 sec.</td>
</tr>
</tbody>
</table>

There is 6.4% improvement in fitness value. PSO quickly converged to maximum fitness value within first 500 iterations whereas GA consumed much more time. Analyzing fitness values Figure 5 reveals that results of PSO are more stable and consistent because of the minimum variations in the fitness values.
Comparison of computational effort of the two approaches is shown in Figure 6. There is 77.26% decrease in computational time of PSO as compared to GA.

Figure 6. Comparison of computational effort for PLC.

Test System 3. (PEDS): Results of both approaches for PEDS are shown in Table 6. There is 0.76% improvement in fitness value using PSO. PSO quickly converged to maximum fitness value within first 500 iterations.

Table 6: PEDS results.

<table>
<thead>
<tr>
<th>Trial No.</th>
<th>PSO</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fitness Value</td>
<td>Time</td>
</tr>
<tr>
<td>1</td>
<td>0.805339</td>
<td>0:02:15</td>
</tr>
<tr>
<td>2</td>
<td>0.805339</td>
<td>0:02:12</td>
</tr>
<tr>
<td>3</td>
<td>0.824819</td>
<td>0:03:24</td>
</tr>
<tr>
<td>4</td>
<td>0.824819</td>
<td>0:03:00</td>
</tr>
<tr>
<td>5</td>
<td>0.805339</td>
<td>0:02:11</td>
</tr>
<tr>
<td>Average</td>
<td>0.813131</td>
<td>0.02:36</td>
</tr>
<tr>
<td></td>
<td>or 156 sec.</td>
<td>or</td>
</tr>
</tbody>
</table>

Analyzing fitness values Figure 7 reveals that results of PSO are more stable and consistent because of the minimum variations in the fitness values.

Figure 7. Comparison of solution quality (fitness values) for PEDS.

Comparison of computational effort of the two approaches is shown in Figure 8. There is 73.47% decrease in computational time for PSO in comparison to GA. The figure also reveals consistency of computational effort in PSO.

Figure 8. Comparison of computational effort for PEDS.

A comprehensive view of the performance of the two algorithms is shown in Figure 9. Looking at the almost horizontal graph of solution quality ratio, it can be concluded that both approaches provide almost the same solution quality. In terms of computational effort, PSO is less expensive approach and computational savings vary from test system to test system. This is because PSO does not involve genetic operators like selection or mutation etc., Still, because of its provision for remembering the best known solutions it can give comparable solution quality to GA.

Figure 9. Comparison of ratios of mean computational effort and mean quality of solution.

Another measure performance an algorithm is the consistency of results. In this regard a comparison of standard deviation of fitness values of PSO and GA is shown in Figure 10. It is evident that PSO results are much more consistent (lower standard deviation) than GA.

Figure 10. Comparison of consistency of results.
6. Conclusions and Future Work

The paper presents the use of PSO algorithm to solve the software clustering problem. We tested the PSO algorithm on three different software test systems and compared the results with GA. Simulation results show that the PSO approach has quick convergence. It requires small computational time and low computational effort compared to GA. Further work is required to find the optimum values of PSO parameters because a good parameter setting is generally very important factor in the performance of the algorithm.

Although, PSO is less expensive in terms of computational effort as compared to GA, in future we want to work to stabilize the computational effort by identifying the influential attributes of test system.
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