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Abstract: In interconnection networks, reconfiguration protocol is necessary to remap and reconnect the network paths, so 

that the network remains connected. However, the reconfiguration process brings the deadlock problem and prevention of 

deadlock is a tedious task in this situation. In existing works, very little work have considered deadlock problem and further, 

they paid no attention to reduce packet loss rate. In this paper, we propose a Token-Based (TB) robust deadlock-free dynamic 

reconfiguration protocol. When a device observes topology changes or detects faulty nodes, it triggers the reconfiguration 

process and it becomes the Reconfiguration Controller (RC). Initially, HELLO message is transmitted by the RC to all devices 

for which they respond with a network status message. The RC constructs the new routing function based on the received 

network status messages. To synchronize the old and new routing functions, the RC distributes Reconfiguration Token (RT) in 

an ordered way. First, it distributes to the devices that surrounds the failed device and then to other devices. Every device 

holds the packet until it gets packet according to new routing function and then starts the transmission. By simulation, we show 

efficacy of our reconfiguration protocol. The network evaluation parameter like throughput, latency (delay) and pocket loss 

are measured in the high and low load scenarios in NS2 network simulator. We compare the results with existing protocol 

Overlapping Static Reconfiguration (OSR). Based on the simulation results we have proved that the proposed token based 

reconfiguration protocol is produces better efficiency in all aspects. 
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1. Introduction 

1.1. Network Reconfiguration 
 

In interconnection networks [1], topology changes and 
faults occurs frequently, it is essential to reconfigure. 
The reconfiguration protocol is necessary to update the 
routing table. Reconfiguration is required to remap and 
reconnect the network paths so, that the network 
remains connected. Node that detects a fault prompts 
the reconfiguration process. It disseminates control 
packets to remaining nodes to adjust the routing 
function [6]. The reconfiguration process requires local 
or global synchronization among nodes before its 
completion and routing function amendment on each 
node is asynchronous [15]. The process of 
reconfiguration is broadly divided into two classes 
namely, static reconfiguration [4] and dynamic 
reconfiguration [3]. Static reconfiguration is a simple 
technique. It halts data transmission until 
reconfiguration process completes. In this case, 
deadlock is avoided easily but halting transmission 
increases latency and the situation is worst for real 
time applications.  

Conversely, dynamic reconfiguration allows data to 

be transmitted during reconfiguration process. In this 

circumstance, deadlock may occur due to the existence 

of both old and new routing functions [21]. 

 
1.2. Deadlock Freedom and Its Issues 

 

An abnormal state of the networks that arise out of 

circular hold and wait dependencies on network 

resources is defined as deadlock [2]. When a network 

is in deadlock, it is held over packets indefinitely until 

and unless some action is taken to rectify it. Deadlock 

degrades the system reliability [14], availability and 

system performance [9]. We can classify the 

interconnection deadlock into three classes: Routing-

dependent deadlocks [16], message-dependent 

deadlocks [17] and reconfiguration-induced deadlocks. 

Generally, cyclic dependency of resources causes 

routing dependent deadlocks. Turn models based 

routing functions can be used to avoid this type of 

deadlocks. When a device shares resource in the 

network, its message interactions and dependencies 

creates message dependent deadlocks [11]. Detaching 

the set of un routable packets from the network can 

assure deadlock freedom [18]. This can be done even 

when the reconfiguration process has inadequate 

channel resources in the network. During the 

reconfiguration process, deadlock can be avoided by an 

ideal design of the routing algorithm. While 

synchronizing old and new routing table, the routing 

function should possess deadlock free properties [8]. 

The network interconnect [13] should be designed 
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efficiently. Inefficiency can lead to system crashes and 

unexpected system behavior, which is clearly 

unacceptable. Design issues that complicate the 

efficiency are described below: 
 

1. When comparing deadlock detection/recovery 

phases, deadlock avoidance mechanisms require 

more network resources and makes implementation 

very complicated [19].  

2. Apart from deadlocks, the reconfiguration process 

also suffers from message losses. During 

reconfiguration process, message will be lost, if the 

switch is deactivated [10].  

3. Deadlock dependencies [5] can be occurred during 

and after reconfiguration due to the reconfiguration 

of a network’s routing function [7]. 

4. Transmission of data packets during reconfiguration 

process increase congestion around the failed device 

[20]. 

 

1.3. Problem Identification 
 

The work in the area of deadlock free-reconfiguration 

protocol has attained less attention in the literature. In 

existing works, one or two works has considered static 

reconfiguration approach, which is incompetent when 

compare with dynamic approach. In [8] have proposed 

deadlock free reconfiguration protocol that follows 

static reconfiguration approach? With their approach, 

each input port has to wait until it processes 

Reconfiguration Token (RT), mean while they disable 

intra-switch ports, which forwards packets from the 

input ports. Thus, more packets will miss their deadline 

and their approach increase packet loss ratio. Epoch-

based dynamic reconfiguration approach is proposed in 

[10]. They do not stipulate any specific method to 

distribute the new routing table. Their routing function 

distribution may lead to additional deadlock condition. 

To provide a complete solution for deadlock free 

reconfiguration protocol and to avoid the fore-

mentioned problems, we propose to develop a Token-

Based (TB) robust deadlock-free dynamic 

reconfiguration protocol. 

 

2. Proposed System 
 

In this paper, we propose a TB robust deadlock-free 

dynamic reconfiguration protocol. Node that triggers 

the reconfiguration process becomes the 

Reconfiguration Controller (RC). The RC sends 

HELLO message to all network devices. Each network 

device sends back Network-STATUS (NW-STATUS) 

message to the RC. NW-STATUS contains the status 

of their neighboring devices. Based on received NW-

STATUS message, the RC constructs the new routing 

function and before distributing it to the devices, it 

sends RT. The RC first transmits RT to the devices that 

surround the failed node. Once completing the 

distribution of RT, the RC distributes new routing 

function to devices. By receiving the new routing 

function, each device updates its routing table and 

removes the old one. At that moment, it can transmit 

packets that follow new routing function. Then, it 

holds the input packets until it gets the packets to 

transmit according to new routing function and then 

transmits the packets.  

 

2.1. Invoking Reconfiguration Process 
 

Let RC be the RC and ND be a network device. The 

network includes number of ND’s. Changes in 

topology and faulty node detection trigger the 

reconfiguration process. Node that triggers the 

reconfiguration process becomes RC. As an initial step 

of reconfiguration process, the RC periodically 

broadcasts HELLO message to all ND. While 

receiving the HELLO message, each ND sends back 

NW-STATUS message to RC as shown in Figure 1.   
 

RC         →
HELLO

 ND 
 

RC      ←
−STATUSNW

 ND 

Figure 1. Network signals. 

NW-STATUS message describes the topology of 

the network. The NW-STATUS message consists of 

bandwidth and delay values of neighboring ND. 

General format of NW-STATUS message is shown 

below in Table 1. 

Table 1. Format of NW_STATUS. 
 

Device ID Neighboring Node Bandwidth Delay 

                   

2.2. New Routing Function Creation  
 

The RC waits for a time trc to receive all possible NW-

STATUS messages from NDs. After the expiration of 

the timer, it checks for changes in current topology. If 

changes occur, it builds the new routing function RFnew 

based on NW-STATUS messages. Now, the network 

has two routing functions old and new routing 

functions, RFold, RFnew like Table 2 and Table 3 

respectively. 

  Table 2. Old routing table (RFold). 
 

Source ND Destination ND Next Hop Hop Count 

ND1 ND4 ND2 2 

ND1 ND6 ND2 4 

ND1 ND7 ND7 0 

ND1 ND3 ND2 1 

 

After twait, ND3 noticed ND5 as a faulty ND. ND3 

invokes the reconfiguration process and becomes the 

RC. It sends HELLO message to ND1, ND2, ND4, 

ND6, and ND7. These NDs respond the RC by sending 

NW-STATUS message. The RC constructs the new 

routing table of RFnew considering received NW-
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STATUS messages. The new routing table of RFnew 

will be in the following format. 
 

Table 3. New routing table (RFnew). 
 

Source ND Destination ND Next Hop Hop Count 

ND1 ND4 ND2 2 

ND1 ND6 ND2 2 

ND1 ND7 ND7 0 

ND1 ND3 ND2 1 

 

2.3. Synchronizing Old and New Routing 

Tables  
 

To synchronize both RFold and RFnew routing functions, 

the RC distributes RT. The RC disseminates RT in an 

ordered way.  It first sends RT to the NDs that 

surrounds the failure ND, and then passes the RT to 

other NDs. This is done to avoid further deadlocks in 

reconfiguration. 

The below described Figure 2 represents the 

distribution of RT in the network. ND3 triggers the 

reconfiguration process and becomes RC. The RC 

finds ND5 as a faulty device. As a result, the RC first 

sends RT to ND5 and ND8, which surrounds the faulty 

ND (ND5). Subsequently, it sends RT to ND1, ND2 

and ND7. As soon as the RC completes the distribution 

of RT, it disseminates RFnew in an ordered way. It 

follows the order used in RT distribution. Higher 

priority will be given to the NDs that surround the 

failure ND processes. 

 

Figure 2. RT distribution. 

 

2.4. Transmitting Data with New Routing 

Function 
 

While processing the RT, the ND will receive its RFnew 

from the RC. Once a ND is given the RFnew, it updates 

its routing table with RFnew and removes the RFold. At 

that time, ND can transmit packet only with new 

routing function.  It holds the input packets until it gets 

the packets to transmit according to new routing 

function and then transmits the packets. To 

differentiate the new routing function and old routing 

function, the header of the data packet is modified to 

contain another field called Differentiator (DIFF). It is 

a Boolean value, zero represents that the packet is 

transmitted using old routing function, and one 

represents that the packet is followed by new routing 

function. The header of the data packet is shown below 

in Table 4. 

Table 4. The header of the data packet. 
 

A B C D C E C C F DIFF 

In the above Table 4, A indicates command; it tells 

whether the packet is a request or a response. B 

denotes the version number of routing information 

protocol. C symbolize unused bit and it usually set to 

zero. D is the address family identifier and it specifies 

the type of address being transmitted. E is the IP 

address of the entry. F denotes metric which generally 

represents hop count value. DIFF is our newly added 

field and is used to represent the type of routing 

function used, whether RFnew or RFold. The overall 

deadlock free reconfiguration process is described 

below. 

 

2.5. Executing Process 
 

• The node that detects the topology change or failure 

of the link on the forwarding path does the 

following action immediately for initiating the 

reconfiguration process: 
 

1. The detected node becomes the RC and it will 

broadcast the HELLO messages to all the 

neighbor nodes of the faulty node.   

2. The message received nodes will respond the 

status to RC by NW-STATUS messages.  

3. The RC looks for changes in NW-STATUS and   

constructs the RFnew.         

4. RC makes a RT and it will send RT along with 

RFnew for synchronize RFold and RFnew. 

5. RC first sends the above to the neighbors of the 

faulty node then update the same to all the nodes 

of the whole network. 
 

• Each node has to do the following operations on the 

network: 

1. Continue RFold until RT receives. 

2. Once RT receives with RFnew, multicast RT to all 

nodes and update to RFnew. 

3. Disable the casting of RT and follow RFnew 

completely. 

• At each input of every node should perform the 

following on the network: 
 

1. Continue RFold until RT receives. 

2. After receives RT node change from RFold to   
RFnew. 
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3. Multicast RT to all neighbor nodes. 
 

• At each output of every node should perform the 

following on the network: 
 

1. Trasmit the token from output of the node to 
input of the neighbor nodes. 

2. Pocket forwarding by RFnew routing method. 
3. Disable the casting of RT and follow RFnew 

completely. 

 

3. Results 
 

3.1. Simulation Model and Parameters 
 

In this section, we examine the performance of our TB 
Robust Deadlock-Free Dynamic Reconfiguration 
Protocol with an extensive simulation study based 
upon the ns-2 network simulator. We compare our 
results with the Overlapping Static Reconfiguration 
protocol (OSR) Olav Lysne et al. [8]. We have used 
mesh and hybrid-ring topologies in our simulation 
which are depicted in Figure 3 and 10, respectively. 
The Distance Vector (DV) routing is used for 
establishing the shortest paths between the source and 
destination. The Exponential traffic is used with packet 
size 512 bytes and there are totally 2 flows. The link 
bandwidth and link delay is set as 5 Mb and 10 ms 
respectively.  

 

3.2. Performance Metrics 
 

In the simulation experiments, we have used a low-
load scenario with rate 2 Mb and high-load scenario 
with rate 5Mb. We measure the following metrics. 
Packet Loss, Throughput (bytes) and Delay in seconds 
at various time intervals. The results are described in 
the next section. 

 

3.2.1. Hybrid-Ring Topology 
 

In this hybrid ring topology, simulation setup in figure 
3, the link 4-10 is down from 2.5 to 3.5 seconds and 
the link 15-10 is down from 5.5 to 6.5 seconds. 
 

 

Figure 3. Simulation topology for hybrid ring. 

 

3.2.1.1. High Load Scenario  
   

The throughput, packet loss and delay are measured at 

various time intervals, for a high-load scenario with 

traffic rate as 5 Mb and outputs are shown in Figures 4, 

5 and 6 respectively. 
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Figure 4. Throughput for high load scenario. 
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Figure 5. Delay for high load scenario. 
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Figure 6. Packet lost for high load scenario. 

 

3.2.1.2. Low Load Scenario 
 

The throughput, packet loss and delay are measured at 
various time intervals, for a low-load scenario with 
traffic rate as 2 Mb. 

Time vs Throughput are measured in the OSR and 
TB protocols about 10 sec for both high and low load 
scenarios. Our proposed TB protocol yields the higher 
throughput than the OSR. Likewise delay and packet 
loss also measured for 10 sec, but TB produces the 
minimum delay and minimum packet loss. Based on 
the output we plot the graphs shown in Figures 7, 8 and 
9.  
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Figure 7. Throughput for low load scenario. 
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Figure 8. Delay for low load scenario. 
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Figure 9. Packet lost for low load scenario. 

 

3.2.2. Mesh Topology 
 

In this Mesh topology, simulation setup in Figure 10, 

the link 9-13 is down from 2.5 to 3.5 seconds and the 

link 10-14 is down from 5.5 to 6.5 seconds. 

 

 
 

Figure 10. Mesh topology. 

 

3.2.2.1. High Load Scenario 
 

The throughput, packet loss and delay are measured at 

various time intervals, for a high-load scenario with 

traffic rate as 5Mb. Based on the output we plot the 

graphs shown in Figures 11, 12 and 13 respectively. 
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Figure 11. Throughput for high load   scenario. 
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Figure 12. Delay for high load scenario. 
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Figure 13. Packet lost for high load scenario. 

 

3.2.2.2. Low Load Scenario 
 

The throughput, packet loss and delay are measured at 

various time intervals, for a low-load scenario with 

traffic rate as 2 Mb and outputs are shown in Figures 

14, 15 and 16. 
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Figure 14. Throughput for low load scenario. 
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Figure 15. Delay for low load scenario. 
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Figure 16. Packet lost for low load scenario. 

 

4. Discussion and Conclusions 
 

In both high and low load scenarios, time vs. 

throughput are measured up to first 10 sec for both 

OSR and TB protocols. In high load situation, up to 

first 7 sec both protocols are produced the same result. 

TB produced the higher throughput than the OSR after 

7sec. Likewise delay and packet loss also measured for 

10 sec, TB and OSR protocols produced the similar 

delay up to 6 sec, after that TB produced minimum 

delay and minimum packet loss In low load situation, 

up to 3 sec both protocols are produced the same 

result, after 3 sec the TB protocol produced the higher 

throughput than the OSR. Likewise delay and packet 

loss also measured for 10 sec, both protocols produced   

similar delay up to 3 sec then TB produces minimum 

delay and minimum packet loss. In this paper, we have 

proposed an autonomous, sovereign, independent, 

monarchic reconfigurable protocol with robustness. 

This protocol provides optimization to the   

reconfiguration induced deadlock problems. This paper 

should be the base   for any new enhanced versions of 

the deadlock free reconfiguration situations. Based on 

our simulation results we have proved that our 
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proposed reconfiguration protocol alleviates deadlocks 

completely during reconfiguration process and attains 

more throughputs with reduced packet loss and delay, 

when compared with the existing protocols. 
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