Analyzing the Point Multiplication Operation of Elliptic Curve Cryptosystem over Prime Field for Parallel Processing
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Abstract: The Elliptic Curve Cryptosystem shortly called as (ECC) is one of the asymmetric key cryptosystems, which provides a high security for wireless applications compared to other asymmetric key cryptosystem. The implementation of this algorithm over prime field $\mathbb{Z}_p$ has a set of point operations, which are point addition, point subtraction, point multiplication, point division, point inversion, and point doubling. In these operations, the time complexity of the point multiplication is higher than any other time complexity of ECC point operations. So, it is necessary to find out an alternative implementation for point multiplication to take minimum amount of clock cycles, to reduce power consumption, and to support the software scheduling for parallel processing on arithmetic operations during execution. Considering this, the proposed implementation is very useful to perform encryption or decryption on texts, and also for analysing the strength of encryption or decryption computation.
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1. Introduction

Some of the biggest challenges in the field of wireless communication are to provide a high security for various application services, to reduce power consumption of various process and low bandwidth usage for communication media. It is very important to find out suitable asymmetric key cryptosystem to offer the same. In this case the Elliptic Curve Cryptosystem (ECC) is more suitable than any other cryptosystem such as RSA, Elgamal, NIST and Robinson because this ECC has certain merits such as high security, less key size, low power consumption and low bandwidth requirements to support wireless communications when it compares with other public key cryptosystem [7].

This ECC has two main categories called as ECC over prime field ($\mathbb{Z}_p$) and ECC over binary field ($2^p$). In these types, ECC over prime field is used for software implementations and ECC over binary field for hardware implementations [8]. This paper suggests a new approach for ECC over prime field implementation and analyses the same. This cryptosystem consists of elliptic curve cryptography and elliptic curve cryptanalysis. The ECC defines the encryption which converts the original text into the secret text and the decryption, the reverse operation of encryption. In addition, the elliptic curve cryptanalysis analyses the strength of ECC based on various constraints and parameters to improve the speed. This ECC is implemented by using a set of point operations such as point addition, point subtraction, point multiplication, point division, point inversion and point doubling [15]. In these operations, the time complexity of point multiplication is higher than any other point operations on elliptic curve. It is necessary to find out optimized implementations for point multiplication. Some of the already available implementations don’t support the code scheduling for parallel processing on arithmetic operations [13]. Hence it is necessary to find out a best implementation for point multiplication which improves the performance of the ECC by using parallel computation [6].

This paper is organized as follows to explain the proposed work. Section 2 gives a background of ECC and section 3 analyze the data structure for software implementation of ECC. Subsequently, section 4 describes the mathematical basics of ECC over prime field and section 5 proposes an innovative technique for ECC implementation. Next, the innovative technique is analysed and compared with existing ECC methodology in section 6. Section 7 concludes some of applications for this proposed methodology of ECC. Finally, the appendix becomes to support the proposed methodology.

2. Basis of Elliptic Curve Cryptosystem

A cryptosystem is a security model which consists of cryptography and cryptanalysis. It is classified into two broad categories such as symmetric key and
Asymmetric key cryptosystem. The difference between these two cryptosystems is, the merit of symmetric key cryptosystem becomes the demerit of asymmetric key cryptosystem and it is vice-versa. But the software applications point of view, asymmetric key cryptosystem is better than symmetric key cryptosystem for implementing protocols and various web application security models. Some of the examples for asymmetric key cryptosystem are RSA, Elgamal, NIST and ECC. The asymmetric key cryptography is a game to play with encryption and decryption techniques with two keys. The encryption is used to convert the original message called Plain Text (PT) into secret message known as Cipher Text (CT) with help of sender private key and receiver public key and the decryption vice versa with help of sender public key and receiver private key. And the cryptanalysis is used to analyse and test the strength of the plain text, cipher text and algorithm based on various parameters such as execution time, memory space and design issues of algorithm. The ECC has a set of advantages when it is compared to other asymmetric cryptosystem. They are the length of the key size, less memory space to store keys, low power consumption and low bandwidth because of its key size [4].

The cryptography of ECC consists of three parts which are the key generation, encryption and decryption. The key generation part is to generate two keys called private key and public key for encryption and decryption operations. The procedure of key generation is mentioned in following steps:

1. Define \( E_q (a, b) \), where \( a, b \) and \( q \) are elliptic curve parameters, and \( q \) is a prime number.
2. Find out \( G \), where \( G \) is point on the elliptic curve whose order is large value of integer \( n \).
3. Select sender private key \( n_A \), where \( n_A < n \).
4. Calculate sender public key \( P_A \), where \( P_A = n_A \times G \).
5. Select receiver private key \( n_B \), where \( n_B < n \).
6. Calculate receiver public key \( P_B \), where \( P_B = n_B \times G \).
7. Secret key on sender side \( K = n_A \times P_B \).
8. Secret key on sender side \( K = n_B \times P_A \).

The procedure of encryption is defined by \( CT = (kG, PT + kP_B) \) and the procedure of decryption \( PT = (PT + kP_B - n_B (kG)) \), where \( k \) is a random positive integer. In ECC cryptanalysis, the strength of an algorithm is based on the general behaviour of \( PT, CT \), both, private key and public key. The encryption of this cryptosystem is mathematically and logically more secure when it compares with other cryptosystems. So, it is very difficult to break an encryption. But there is a possibility to attack an encryption by using implementation attacks [1].

3. Data Structure for Software Scheduling

The literature survey shows that there is no optimal scalar multiplication implementation for parallel processing on arithmetic operations. So, this paper suggests the binary tree to compute point doubling based on divide and conquer strategy [14]. A divide and conquer algorithm works iteratively by breaking down multiplication into two or more sub-problems of the same type, until these become simple to compute directly. After dividing, these solutions are combined to find out the required computation. Normally there are four types of dependencies existing in linear scalar multiplication namely data dependencies, name dependencies, control dependencies and loop carried dependencies during execution which affect the speed of computation [5]. The name dependency means two or more points refer the same name and in data dependency, a point is dependent on another point. Besides a control dependency means that a constraint depends on different constraints of point computing and loop-level dependency. It determines whether point accesses in later iterations are dependent on point produced in earlier iterations.

4. Mathematics Back Ground of ECC

An elliptic curve over a finite field is defined by the general Weierstrass equations (IEEE 1363 standard specifications for public key cryptosystem) [9]:

\[
y^2 + a_1xy + a_3y = x^3 + a_2x^2 + a_4x + a_6
\]

Where \( a_1, a_2, a_3, a_4, a_6 \in \mathbb{F} \) (real number) (1)

By substituting different values for \( x \) and \( y \) in equation 1, the ECC points are generated. The point at infinity denoted by 'O' is the additive identity for the abelian group which is discussed in appendix and it is identified from the ECC points [2]. This elliptic curve can be analysed over polynomial basis (10), dual basis (2), triangular basis (6) and redundant basis (3). The finite field discussed in appendix over polynomial basis which known as Galois field is mostly suitable for cryptographic software application [3]. In particular, a prime field (order of \( a \), a is a largest number over \( \mathbb{Z}_n \) or \( GF(a) \)) is more suitable for software applications. The general equation 1 simplifies as the following:

\[
y^2 = x^3 + ax^2 + b
\]

\( a, b \in \mathbb{Z} \), and \( 4a^3 + 27b^2 \neq 0 \) (2)

And it is called non-super singular form of equation [4, 6]. Then points on equation 2 are known as affine and projective co-ordinates [11]. The point addition over \( E_r (a, b) \) is the basic operation on Elliptic curve and the rule of point addition is \( P, QC E_r (a, b) \) where \( P \) and \( Q \) are points on Elliptic curve straight line and the result of \( P + Q \) is also on the same line.

- **Case 1:** If \( P = (x_1, y_1), Q = (0,0) \in E \) then
  \[
  R = P + Q = P + O = P
  \]
  Where \( O \) is origin points (3)

- **Case 2:** If \( P = (x_1, y_1), Q = (x_1, -y_1) \in E \) then
Based on the following algorithm 1:

**Algorithm 1: Linear Multiplication Computation**

In the equation as follows:

\[ R = P + Q = P + (-P) = O \]  \hspace{1cm} (4)

Where \(-P\) is inverse of \(P\).

- Case 3: If \( P = (x_1, y_1) \), \( Q = (x_2, y_2) \in E \) and \( (P \neq Q) \) then \( R = P + Q = (x_3, y_3) \) \hspace{1cm} (5)

Where \( x_3 = \lambda \cdot x_1 - x_2, y_3 = \lambda (x_1 - x_2) - y_1, \lambda = \frac{(y_2 - y_1)(x_2 - x_1)}{y_2 - y_1} \).

- Case 4: If \( P = (x_1, y_1) \), \( Q = (x_2, y_2) \in E \) and \( (P = O) \) then \( R = P + Q = (x_3, y_3) \) \hspace{1cm} (6)

Where \( x_3 = \lambda \cdot x_1 - x_2, y_3 = \lambda (x_1 - x_2) - y_1, \lambda = \frac{(y_2 - y_1)(x_2 - x_1)}{y_2 - y_1} \), and \( (P = Q) \).

The importance of ECC is to compute the point multiplication \( Q = kP \), where \( k \) is a scalar value and \( P \) is a point on the elliptic curve \([10]\). The number of points in \( E_p(a, b) \) is approximately equal to the number of elements in \( Z_p \), namely \( p \) elements and bounded by \((r + I - 2 \sqrt{r}) \leq N \leq (r + I + r \sqrt{r})\), which is known as scalar multiplication \([12]\). It is denoted in Figure 1 and the equation as follows:

\[ kP = P + P + P + P \ldots (k - 1)P + kP \]  \hspace{1cm} (7)

![Figure 1. Linear point multiplication of \(nP\), where \( n \) is the value of \( k \) and \( p \) is a point.](image)

This linear scalar multiplication is implemented based on the following algorithm 1:

**Algorithm 1: Linear Multiplication Computation**

**Input:** Scalar value \( k \), Point \( P \)

**Output:** \( kP \)

1. Integer \( I \) = 1
2. \( Q_0 = (0, 0) \)
3. Repeat
   a. If \((P \cdot x, y) = Q_0(0, 0))\) then
      \(Q_0(x, y) = P(x, y)\);
   b. Else if \((P \cdot x, y) = Q_0(x, -y))\) then
      \(Q_0(x, y) = P(x, 0)\);
   c. Else if \((P \cdot x, y) = Q_0(x, y))\) then
      \(Q_0(x, y) = P(x, y) + Q_0(x, y)\);
   d. Else if \((P \cdot x, y) = Q_0(x, y))\) then
      \(Q_0(x, y) = P(x, y) + Q_0(x, y)\);
   e. End if
   f. \( I = I + 1; \)
4. Until \((I \leq k)\);

This point multiplication is most important operation in ECC for encryption and decryption of cryptography and also used in various types of attacks by using cryptanalysis \([1]\). So, it is necessary to optimize the point multiplication for fast computation.

**5. Proposed Methodology**

As mentioned in the above reason, the point multiplication is implemented based on the \( k \) value from equation 7 in the form of binary trees and skew trees. Each node of these trees holds a point value. Finally, the summing of skew tree value and binary tree value computes a \( kP \) value and this computation is diagrammatically represented in Figure 2. When this \( k \) value is divided by 2 every time, the quotient and remainder values are obtained. Besides, the binary tree is created by using quotient value and points that are used to compute point doubling operation based on the equation 6. And the same time skew tree is also formed by using reminder value and points that are used to compute point addition operation based on the equation 7. Finally, these two trees are summed by using equations 4, 5, 6 and 7 to compute point multiplication for \( kP \). Algorithms for binary tree computation, skew tree computation, summation of these two trees and formation of Binary tree or Skew tree are explained in algorithms 2, 3, 4, and 5:

**Algorithm 2: Point Computation of \( kP \)**

**Input:** Scalar value \( k \) (assume \( k = 15 \)), Point \( P \)

**Output:** \( kP \)

1. Point \( P_1 = (0, 0) \);
2. Point \( P_2 = (0, 0) \);
3. If \( k = 1 \) then
   \( P = P \);
4. Repeat
   a. \( Q \leftarrow k/2; \)
   b. If \((Q > 0))\) then
      \( P_1 = \text{call PointDoublingBinary}(Point P); \)
      \( P = P_1; \)
   c. End if
   d. \( R \leftarrow k \mod 2; \)
   e. If \((R = 1))\) then
      \( P_2 = \text{call PointDoublingSkew}(Point P); \)
      \( P = P_2; \)
   f. End if
   g. \( k = k/2; \)
5. Until \((k > 1));
6. Call Procedure of PointSummazation(Point \( P_1, Point P_2)\)

**Algorithm 3: PointDoublingSkew(Point \( P)\)**

**// Point Doubling Operations of Skew of \( kP \)**

**Input:** Point \( P \), Quotient \( Q \)

**Output:** \( QP \) is summation of \( P \)

1. Point Sum \((0, 0));
2. Sum \(= QP \)
   a. If \((P = Q)\) then
      Sum \((x, y) = P(x, y);\)
   b. Else if \((P \cdot x, y) = Q(x, -y))\) then
      Sum \((x, y) = P(x, 0);\)
   c. Else if \((P \cdot x, y) = Q(x, y))\) then
      Sum \((x, y) = P(x, y) + Sum (x, y);\)
   d. Else if \((P \cdot x, y) = Q(x, -y))\) then
      Sum \((x, y) = P(x, y) + Sum (x, y);\)
   e. End if
3. Return Sum

**Algorithm 4: PointDoublingBinary(Point \( P)\)**

**// Point Doubling Operations of Binary of \( kP \)**

**Input:** Point \( P \), Reminder \( R \)

**Output:** \( RP \) is summation of \( P \)

1. Point Sum \((0, 0));
2. If \((P \cdot x, y) = Sum (0, 0))\) then
   \( Sum (x, y) = P(x, y); \)
3. Else if \((P(x, y) == Sum(x, -y))\) then
   \(Sum(x, y) = P(x, 0)\);
4. Else if \((P(x, y) == Sum(x, y))\) then
   \(Sum(x, y) = P(x, y) + Sum(x, y)\);
5. Else // \((P(x, y)! = Sum(x, y))\)
   \(Sum(x, y) = P(x, y) + Sum(x, y)\);
6. End if
7. Return SUM

Figure 2. Point multiplication of \(kP\) by using binary tree computation, where \(k\) is 15 and \(p\) is point value.

Algorithm 5: Procedure of PointSummazation
(Point \(P\), Point \(P2\))
//Point Summarization of Binary and Skew Operations of Binary.//
Input: Point \(P\), Point \(P2\).
Output: \(kP\) is summation of \(P\).
1. If \((P1(x, 0) == P2(x, y))\) then
   \(Sum(x, y) = P1(x, y)\);
2. Else if \((P1(x, y) == P2(x, 0))\) then
   \(Sum(x, y) = P2(x, y)\);
3. Else if \((P1(x, y) == P2(x, -y))\) then
   \(Sum(x, y) = P1(x, 0)\);
4. Else if \((P1(x, -y) == P2(x, y))\) then
   \(Sum(x, y) = P1(x, 0)\);
5. Else if \((P1(x,y) == P2(x,y))\) then
   \(Sum(x, y) = P1(x, y) + P2(x, y)\);
6. Else // \((P1(x, y)! = P2(x, y))\)
   \(Sum(x, y) = P1(x, y) + P2(x, y)\);
7. End if
8. Return Sum

The above proposed methodology minimizes the number of loop carried dependency, data dependence and control dependency which helps to improve software scheduling. This software scheduling minimizes the different hazards and stalls which occur at the time of execution for parallel processing.

But the linear scalar multiplication equation 7, \(P\) is repeated \(k\) times alternatively to perform the different case of point multiplication operation. During this processing, the recent iteration is always dependent on early iteration known as loop carried dependency [5]. This type of data dependency creates \(N-I\) times of hazards and stalls (write after read, read after write, write after read) to affect loop level parallelism [5]. If it is not optimized, it will affect the performance of the computing. But the proposed divide and conquer strategy using trees will reduce number of dependence into \(log_2N+1\) dependent operations [14].

When the encryption or decryption is implemented by using the proposed technique, it reduces execution time of point multiplication. Also, it avoids early and late iterations of point multiplication for encryption or decryption on every occurrence. If the file size is large, the proposed implementations will more suitable to reduce the number of point computations and it executes rapidly which improves the speed of system. And also it is more useful to analyse the PT and CT based on the general characteristic of algorithm.

6. Performance Analysis

The \(y^2 = x^3 + ax + b\) equation is selected based on the condition \(4a^2 + 27b^2 \neq 0\) to support a set of points for Elliptic Curve Cryptography and \(E_p (a, b)\) is defined by using \(E_{11111}(1, 1)\). Then the point \((x = 0, y = 1)\) is taken from this set to compute point multiplication for both linear scalar multiplication and the proposed method multiplications. In proposed case there are three cases to analyze point doubling by using \(k\) value.

To evaluate the performance of the proposed work, the system with Intel (R) Core(TM)2 Quad CPU Q800 at 2.33 GHz speed and 2 GB RAM space configuration is considered under the Ubuntu 10.04 operating system. For experimental to simulate the results, the proposed model is implemented and tested through the following parameter to measure clock cycles for both linear and proposed point multiplication by using structured programming language ‘C’ as shown in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Type</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E(p))</td>
<td>Input</td>
<td>(E(11111))</td>
</tr>
<tr>
<td>(a)</td>
<td>Input</td>
<td>1</td>
</tr>
<tr>
<td>(b)</td>
<td>Input</td>
<td>1</td>
</tr>
<tr>
<td>(x)</td>
<td>Input</td>
<td>0</td>
</tr>
<tr>
<td>(y)</td>
<td>Input</td>
<td>1</td>
</tr>
<tr>
<td>(P)</td>
<td>Input</td>
<td>((x,y))</td>
</tr>
<tr>
<td>(k)</td>
<td>Input</td>
<td>(0\sim N-p)</td>
</tr>
<tr>
<td>(kP)</td>
<td>Output</td>
<td>Point multiplication value</td>
</tr>
<tr>
<td>(kP) Execution Time</td>
<td>Output</td>
<td>Number of clock pulses</td>
</tr>
</tbody>
</table>

First case, there is no remainder for \(k\) value in all iterations. It means that \(k=2^N\) where \(N>0\) is called the best case. Because it takes only \(log_2N\) times to compute \(kP\) based on quotient value and no need to compute skew tree computation. But second case, there is a remainder and quotient value for \(k\) in all iteration. So, the \(k\) value is in the form of \(2^N-1\) where \(N>0\) becomes the worst case. This \(k\) value takes only \(log_2N\) times to compute \(kP\) based on quotient value as well as remainder value and the time complexity is defined by \(2log_2N\) times. For some iteration there is a
remainder for \( k \) value which is not in \( 2^n \) or \( 2^n - 1 \). This case is known as average case. The computation time of this case is defined by \( \log_2 N + \text{Prob} \{ \log_2 N \} \) times. All three cases, time complexities are redefined by \( \log_2 N + 1 \), \( 2 \log_2 N + 1 \), and \( \log_2 N + \text{Prob} \{ \log_2 N \} + 1 \). The value 1 is included for finally combining quotient, and remainder values to compute \( kP \). The experimental results of linear and proposed point multiplication are as shown in Table 2.

Table 2. Execution time in clock pulses for linear and proposed point multiplication of \( kP \).

<table>
<thead>
<tr>
<th>Compute ( kP )</th>
<th>Number of Clock Pulses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
</tr>
<tr>
<td>( 1 ) (1 to ( k ))</td>
<td>( 2^i )</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
</tr>
<tr>
<td>7</td>
<td>128</td>
</tr>
<tr>
<td>8</td>
<td>256</td>
</tr>
<tr>
<td>9</td>
<td>512</td>
</tr>
<tr>
<td>10</td>
<td>1024</td>
</tr>
<tr>
<td>11</td>
<td>2048</td>
</tr>
<tr>
<td>12</td>
<td>4096</td>
</tr>
<tr>
<td>13</td>
<td>8192</td>
</tr>
</tbody>
</table>

Using these samples, the proposed method is analysed in different perspective by using a chart as shown in Figure 3. In this graph, the \( x \)-axis denotes \( k \) values in the form of \( 2^i \) and \( y \)-axis numbers of clock pulses that are required to compute \( kP \). When the \( k \) value is increased, the computation time is measured with clock pulses for \( kP \). It is rapidly increases clock cycles for each value of \( k \) in linear scalar multiplication up to 3054. Next, the execution time of tree point multiplication is measured for best and worst cases. In this case, the graph shows that the execution time of the tree point multiplication is better than linear point multiplication. And the graph shows the best case of the point multiplication for the value of \( k \) within 10 clock cycles. The ratio is identified as \( k \approx \log_2 k + 1 \) between linear method and best case point processing.

Also, the graph indicates that the worst case point multiplication within 15 clock pulses for the \( k \) value. So this comparison shows that the ratio is \( k \approx 2 \log_2 k + 1 \) between linear method and worst case point computation. This proposed technique also helps to minimizes number of data dependencies, control dependences and loop carried dependences which are identified based on different levels of trees. These limited number of dependences are more useful when it is implemented by using parallel processing. This methodology is used to utilize the numbers of hardware parts in minimum level for computing point multiplication, to increase speed of the processing and to increase the life time of hardware units.

The other exponentiation algorithms such as left to right binary methodology and right to left binary methodology are similar to the proposed binary tree methods, but there is no scheduling in those methodologies. These two methodologies can't avoid earlier iterations or late iterations. When the users select a large size file, the proposed methodology is more suitable for existing exponentiation algorithms.

7. Conclusions

The traditional ECC uses linear scalar point computations for point multiplication. So it needs more clock pulses to compute its processing. But this proposed work of point multiplication using divide and conquer reduces the number of clock pulses and power consumption and it also increases the performance of ECC. This method is also used for scheduling the code which converts dependent operations into independent operations for arithmetic processing on any type of curve on elliptic curve equation. And also it avoids hazards and stalls on data path and control path for parallel processing. This computation is very much useful when it is trying to break security system through cryptanalysis.
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Appendix

A. Amdahl's Law

Amdahl's Law states that the performance improvements to be gained from using some faster mode of execution is limited by the fraction of the time the faster mode can be used. It is used to defines Speedup of the machine.

\[
\text{Speedup} = \frac{\text{Performance for entire task using the enhancement when possible}}{\text{Performance for entire task without using the enhancement}}
\]

\[
\text{Speedup} = \frac{\text{Execution time for entire task without using enhancement}}{\text{Execution time for entire task using the enhancement when possible}}
\]

B. The CPU Performance Equation

\[
\text{CPU time} = \text{CPU clock cycles for a program} \times \frac{\text{clock cycle time}}{\text{clock rate}}
\]
CPU time = \frac{\text{Instructions}}{\text{program}} \times \frac{\text{Clock cycles}}{\text{instructions}} \times \frac{\text{Seconds}}{\text{clock cycle}}

C. Abelian Group, Ring and Finite Field

An abelian group is defined by the following five rules:

1. a ∈ G and b ∈ G then a + b ∈ G
2. a ∈ G, b ∈ G and c ∈ G then (a + b) + c = a + (b + c) ∈ G
3. a ∈ G and −a ∈ G then a + (−a) = (−a) + a = 0 ∈ G
4. a ∈ G and 0 ∈ G then a + 0 = 0 + a = a ∈ G
5. a ∈ G and b ∈ G then a + b = b + a ∈ G

Where a, b, c, 0, −a, −b, −c are elements of the group.

A commutative ring is defined by using the above abelian group rules with the following four rules:

6. a ∈ G and b ∈ G then a × b ∈ G
7. a ∈ G, b ∈ G and c ∈ G then (a × b) × c = a × (b × c) ∈ G
8. a ∈ G, b ∈ G and c ∈ G then (a + b) × c = (a × c) + (b × c) ∈ G
9. a ∈ G, and b ∈ G then a × b = b × a.

A field is defined by using the above mentioned commutative rings with three rules:

10. a ∈ G and 1 ∈ G then a × 1 = 1 × a = a ∈ G
11. a ∈ G, b ∈ G and ab = 0 ∈ G then either a = 0 or b = 0
12. a × a⁻¹ = a⁻¹ × a = 1 where a and a⁻¹ ∈ G

A finite field GF(pⁿ) is defined with pⁿ elements.