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Abstract: Integrating and accessing data stored in autonomous, distributed and heterogeneous data sources have been 

recognized as of a great importance to small and huge-scale businesses. Enhancing the accessibility and the reusability of 

these data entail the development of new approaches for data sharing. These approaches should satisfy a minimal set of 

criteria in order to support the development of effective and comprehensive data sharing applications. In this paper, we first 

outline the four data sharing approaches and define a set of fundamental criteria for data sharing approach. Moreover, we 

investigate the motivation and importance of these criteria, and the inter-dependencies among them. Additionally, we compare 

the existing data sharing approaches based on the available options for each criterion. 
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1. Introduction 

The variety of data sources and vast amount of data 

hosted by these sources mean that they play a very 

important role in small and large-scale business [16], 

as well as in research. Sharing of heterogeneous, 

autonomous, and remote data sources has long been a 

hot topic, and has added value to both personal users 

and companies. This type of sharing allows us to take 

advantage of enterprise data stored in these sources, 

and opens up opportunities to integrate data from 

multiple data sources to gain a holistic understanding 

of data integration [4]. Thus, the demand for sharing 

existing data sources is more important now than ever 

before. 

Due to the different data sharing approaches 

reviewed and explained in [9], we need a set of criteria 

that must be considered and taken into account before 

choosing one of these approaches to develop a new 

data sharing application. Moreover, data source 

sharing, or simply data sharing, requires at least 

support for a set of fundamental criteria to meet the 

minimal requirements. So far, such criteria have not 

been discussed in current research. They haven't been 

described or explained in terms of supporting data 

sharing or for examining data sharing approaches that 

have been proposed during the last decade. In this 

paper, we present four fundamental criteria that must 

be satisfied when selecting one of the data sharing 

approaches for use in developing and implementing 

data sharing applications.  

Different data sharing approaches have been 

introduced and applied in different computing 

environments. These approaches vary in terms of 

concepts and standards used in implementations 

thereof. The data sharing approaches under 

consideration are: transaction processing monitor, 

tuplespace, resource description framework, and data 

service approach [9]. Transaction Processing Monitor 

(TPM) is a database middleware based on transactions 

that allows users to submit their queries, which are 

then processed and executed over multiple database 

servers as transactions [9]. Tuplespace is a 

coordination language that provides shared memory 

space into which users can post data, or from which 

data can be retrieved [9]. Resource Description 

Framework (RDF) is a W3C standard for describing, 

representing and storing data from heterogeneous data 

sources as web resources on the web [9]. Data Service 

Approach (DSA) relies on a Service Oriented 

Architecture (SOA) to expose heterogeneous data 

sources as data services [9]. A preliminary study of 

these data sharing approaches with the fundamental 

criteria has been presented in [10]. However, [10] does 

not specify for none of them neither options nor 

mechanisms. 

It is not obvious what the basis and the criteria upon 

which a specific approach would be more appropriate 

for a given application. It is desired, therefore, and 

beneficial to determine a set of criteria that can guide 

users to adopt the suitable data sharing approach for 

the application at hand.  To the best for knowledge, no 

attempt has been in this regard. In an attempt to 

determine an applicable set of comparative criteria, we 

discuss in this paper four evaluation criteria namely, 

data access, data integration, data consistency and 

performance, and show how they can be used to adopt 

a given data sharing approach for the application at 

hand. We also shed light on the inter-dependencies 

among them. Additionally, we compare the existing 

data sharing approaches based on the available options 

for each criterion. 

In the following sections, we describe four 

evaluation criteria that should be supported by 
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different data sharing approaches and compare 

between these approaches based on the available 

options for each criterion. We strongly believe that any 

approach to data sharing should aim to satisfy these 

criteria, albeit without limiting the minimal criteria to 

only these. These criteria help developers to decide, 

after a review of the data sharing approaches, which 

approach is the most suitable to be applied during the 

development of a new data sharing application. 

 

2. Data Access 

The most common demand from enterprises and 

applications is the access to enterprise data stored in 

distinct heterogeneous data sources. These sources 

store a vast amount of data, which is either structured, 

such as a relational database, semi-structured such as 

an XML file, or unstructured such as a document [2, 

3]. Additionally, the current demand for data sharing is 

more important than ever before. Access to data stored 

in heterogeneous data sources is needed to allow users 

to benefit from such data and to create opportunities 

for novel use of the data. 

Providing access to many kinds of heterogeneous 

data sources effectively requires dealing with different 

formats, structures, and platforms, and the sources 

being distributed over a network. Additionally, 

functions for manipulating and accessing data stored in 

these sources should also be provided, so that users do 

not need to know the data formats, platforms, 

locations, distribution, and so on. Thus, providing a 

uniform solution for accessing and manipulating data 

stored in various data sources is not a trivial task. 

Instead, this challenging task should deal with all the 

issues noted above to provide transparent access to 

enterprise data stored in heterogeneous data sources. 

This transparency should also be extended to 

developers to enable them to provide this type of 

access [13].  

Therefore, the solution should mask the 

heterogeneity between data sources and address some 

related issues such as custom-code, performance, and 

so on. A solution is to provide an abstract layer, 

preferably as middleware, which can access and 

manipulate data stored in various types of data sources 

in a generic way. This layer typically uses a variety of 

common interfaces to access different data sources 

such as Java DataBase Connectivity (JDBC) or Open 

DataBase Connectivity (ODBC), etc. [5]. 

Access to homogenous data sources is much easier 

than to heterogeneous data sources. In homogenous 

data sources, there is only one type of data format that 

must be dealt with, albeit with multiple vendors of the 

data source. For example, for structured data stored as 

a relational database, the vendors include Oracle, 

MySQL, etc. On the other hand, for heterogeneous 

data sources, different types of data formats as well as 

different types of data sources must be considered. In 

addition, accessing structured data stored in data 

sources is much easier than semi-structured and 

unstructured data. The representation of structured data 

is based on a well-defined schema such as data stored 

in database, whereas unstructured data differ both in 

the format and method of representation. 

Finally, although providing access to heterogeneous 

data sources is very important, it doesn’t absolve the 

need for data integration. This allows data to be moved 

at runtime as opposed to in batches, thereby enabling 

users to retrieve data from multiple data sources to 

gain a holistic understanding of data integration [19]. 

 

3. Data Integration 

Data integration provides the ability for users to 

retrieve data from integrated data sources. The data 

extracted from these sources would not be possible if 

the data sources were viewed in isolation. Thus, 

providing a unified view of data integration helps us to 

avoid duplicating effort in gathering data and enables 

data to be retrieved from heterogeneous data sources 

that would otherwise be impossible [29]. 

Integrating data stored in autonomous, distributed 

and heterogeneous data sources is important for both 

business companies and personal users, as well as for 

researchers. It establishes a solid data foundation to 

meet strategic business intelligence and to achieve 

their objectives [17]. As for personal users, integrating 

shared data allows them to benefit from vast amount of 

data stored in data sources by querying and retrieving 

the data from multiple heterogeneous data sources. 

Providing uniform access to multiple data sources is 

the main goal of data integration. This is significant in 

a variety of situations in both commercial and 

scientific research. Besides the main goal, data 

integration is followed by one of two sub goals. The 

first one applies when we know exactly the question 

we want answered and we need to know the amount of 

data available. The second goal understands the power 

of the data at large when the availability of data 

sources varies [4]. However, supporting data 

integration is not an easy task, and is typically 

accompanied by a set of challenges include 

exponential data growth, huge numbers of data sources 

and moves to cloud computing and high development 

costs [3, 6]. 

Most of the existing approaches, mechanisms, and 

techniques are based on a global schema or mediation 

schema to support data integration. They require great 

effort in dealing with different data formats, models, 

schemas, and query languages, as well as heterogeneity 

between data sources and their locations. Wang et al. 

[27], describe three methods to integrate data stored in 

heterogeneous data sources. Relational database 

integration method focuses on accessing relational 

databases and integrates data stored in these databases. 

XML data integration method provides a single 
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uniform XML view of various data sources, and allows 

querying these sources using this view. Ontology data 

integration method provides a semantic integration 

infrastructure that uses ontology as the mediated 

schema for representing the semantics of the data 

sources. This mediated schema allows users to query 

data using a uniform query interface. There are also 

other data integration approaches, such as the data 

warehouse approach, that is, Extract, Transform, and 

Load (ETL), Enterprise Information Integration (EII), 

and so on [3]. 

Finally, integrating data using minimum efforts 

opens the door to share data that can satisfy most of the 

integration needs in current decade for both companies 

and researchers [20]. So, potentially the best solution 

to integrating data stored in heterogeneous data sources 

is to not rely on a global or mediation schema. Such a 

solution should provide virtual data integration based 

on set of proposed standards and technologies to 

integrate heterogeneous data sources at runtime.  

 

4. Data Consistency 

Data consistency means that data remain consistent, 

accurate and valid over time, and do not violate any 

application-logic constraints. This ensures that each 

user consuming the data sees a consistent view of the 

data, including visible changes made by user’s own 

transactions and those of other users. However, the 

importance of data consistency comes from the fact 

that the users are retrieving and updating data that is 

stored on autonomous, distant and heterogeneous data 

sources; which means that users’ statements are 

running simultaneously on several systems and may 

perform concurrent operations on the same data [22].  

Hence, systems or applications may generate erroneous 

results or take inappropriate actions because they are 

handling inconsistent data [24]. The need for data 

consistency mechanisms has become very important to 

control transactions’ processing and management 

among autonomous, distributed and heterogeneous 

data sources. Achieving data consistency means users 

can retrieve valid, accurate and up-to-date data at all 

times. 

One of the earlier simple assumptions made by most 

application programmers was that to maintain data 

consistency, data should exist in one place and 

database transactions should be used as a method of 

ensuring the integrity of business actions [24]. This 

assumption simplified the code needed to manipulate 

data. However, the current demand for data 

consistency is more complex than this simple 

assumption, since heterogeneous data sources are 

typically distributed over a network. A uniform 

consistency model, the ACID model, which sets forth 

the four properties of Atomicity, Consistency, Isolation 

and Durability that all transactions must satisfy, is the 

best solution to ensure consistency of data in a 

distributed computing environment. The responsibility 

of the application programmer is to define transaction 

boundaries in a manner that is consistent with the 

application’s behavior [24]. Accordingly, supporting 

this consistent model is not an easy task. Much effort is 

needed in implementing solid mechanisms that achieve 

these properties absolutely.  

However, satisfying the ACID properties on 

homogeneous data sources is much easier than on 

heterogeneous ones. Moreover, achieving ACID 

properties on local data sources is easier than on 

distributed data sources. The difficulty of working in 

distributed environments stems from data sources 

being distributed over a network and the fact that the 

availability and reliability of these sources vary. 

Therefore, there are many things that need to be 

considered and taken into account when working in a 

distributed environment. 

Finally, enterprise data stored in heterogeneous data 

sources are imported by unknown users and 

companies, and such data become part of the user or 

company’s application for processing and/or 

consumption. For this reason, support for and 

satisfying ACID properties means that data remain 

consistent over time, resulting in high quality data, 

efficient data sharing, efficient data integration, 

findings based on solid evidence, and saving time and 

resources [8]. 

 

5. Performance 

It is the property that measures amount of time 

required to accomplish the work based on the used 

resources [28]. In software engineering, it is 

considered as a fundamental property of a system 

under development and it is one of the non-functional 

requirements of that system [23]. Some analysts 

consider performance to be a functional requirement in 

certain systems.  

In data sharing, performance is one of the most 

important criteria affecting the usage of the data 

sharing application. Users willing to share data stored 

in heterogeneous data sources need high performance 

for both integrating and accessing the data stored in 

these sources. Therefore, to provide a high 

performance data sharing application for accessing and 

integrating enterprise data, one first needs to 

understand the application’s behavior, and then address 

the access and integration challenges to make it faster. 

Providing a single access layer that supports 

heterogeneous data sources and uses fast access 

interfaces, fast query execution, and concurrency 

control is an example of the data access challenges [3, 

6]. If sources are reliant on slower interfaces, for 

example, this means a slower connection with the data 

sources and longer response-time for the given query. 

Furthermore, examples of the challenges of integrating 

data stored in data sources include the heavy reliance 
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on global schemas, transformations, and mappings 

between different schemas. This heavy reliance on 

schema mappings, for example, tends to consume a lot 

of computer resources and provides a lower 

throughput.  

Accordingly, meeting both current and future 

performance requirements is important for all 

commercial and open-source solutions for data sharing. 

A variety of mechanisms such as parallel processing 

and workload balancing can be used to accomplish the 

intended work effectively [17]. From our point of 

view, using parallel processing mechanisms in data 

sharing will provide a higher level of performance for 

accessing, retrieving and integrating data from multiple 

data sources. Working with heterogeneous data sources 

in parallel and using an asynchronous mode in some 

situations will reduce the time required to realize the 

intended work as well as allow complex data 

integration to be carried out. Additionally, using 

techniques that capture data changes, one can easily 

track and extract the changes that have occurred in the 

correct order to the relevant fields in the data source 

since the last extract [17]. 

Finally, everything affects performance: from the 

system itself to all underlying layers, such as the 

operating system, middleware, and so on [28]. In 

addition, performance affects the usability, reliability 

and availability of the system. In data sharing, 

performance also affects the access and the integration 

of data stored in heterogeneous data sources. Thus, 

providing a high-level of performance results in a high 

performance data sharing application that provides 

effective and efficient data sharing, as well as short 

response-time for given work, high throughput, low 

overhead, low resource usage and high reliability and 

availability of the system. 

 

6. Inter-Dependencies between Evaluation 

Criteria of Data Sharing Approaches 

Figure 1 shows inter-dependencies between criteria. 

 

 
Figure 1. Inter-dependencies between criteria. 

 

Data integration criterion is fully dependent of the 

data access criterion for the following reasons: 

• Without providing the ability to access data stored 

in data sources, it is not possible to retrieve data for 

subsequent integration. 

• Accessing heterogeneous data sources for data 

integration involves dealing with different data 

formats, schemas, and so on. 

The data integration criterion is fully dependent on the 

data consistency, since integrating inconsistent data 

means poor integration and useless data. The 

performance criterion is partially dependent of the data 

integration criterion. Indeed, there are several options 

that could be adopted to implement the data integration 

criterion. The performance of each of these options 

depends also on the mechanisms and techniques, such 

as parallel processing techniques, that could be used to 

accomplish the option. 

 

7. Options for Evaluation Criteria of Data 

Sharing Approaches 

7.1. Data Access 

It has two options as follows [3]: 

• Homogeneous: This option supports one type of 

data sources from various vendors meaning the 

same data model but different implementations. 

• Heterogeneous: This option supports different types 

of data sources from various vendors meaning 

different data models with various implementations.  

 

7.2. Data Integration 
 

It has three available options as follows [21, 27]: 
 

• Structured Data Integration Approach: It aims to 

integrate heterogeneous structured databases. It 

doesn’t capture semantic behind database schema; 

only reflecting database structure. So, integrating 

databases is obviously hard.  

• Semi-Structured Data Integration Approach: XML 

as a standard language used to represent different 

kinds of data, could be used to support data 

integration. This approach provides a single uniform 

XML view of various data sources, and allows users 

using this view to submit their queries to retrieve 

data from these sources.  

• Ontology Data Integration Approach: Concerning 

to semantic Web, this approach has been proposed 

to support data integration using ontology. It 

captures the semantic behind the data sources 

schema and provides a semantic integration 

infrastructure that uses an ontology as the mediated 

schema for representing semantics of data sources. 
  

In addition, data integration criterion has two available 

mechanisms as follows [3]: 
 

• Extract, Transform and Load (ETL): It is designed 

to process huge amount of data stored in 

heterogeneous data sources and in data 

warehousing. It extracts data from different daily 

Data Integration 

Performance 

Data Access Data Consistency 

Fully dependent of  Partially dependent of  
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operational heterogeneous data sources, transforms 

and loads it into a target data source.  

• Enterprise Information Integration (EII): It is the 

process of data integration which provides a single 

virtual interface to uniform data access for 

heterogeneous data sources. From the viewpoint of 

data integration, EII supports data integration using 

the federated databases approach.  

• Data Integration through Service Composition: It is 

the process of data integration, which enables the 

different data sources to publish services providing 

access to their related data. Users are willing to 

compose a set of services, publishing by the data 

sources, in one business process and execute this 

process to retrieve and integrate data from multiple 

data sources. Hence, the data integration is done 

through the service composition process unlike 

other techniques. 

 

7.3. Data Consistency 

It  has  two options models as follows [5, 24, 25, 26]: 

• ACID Transactions: In this model, each transaction 

must satisfy the ACID properties in order to 

guaranty the database consistency and to guard the 

user’s operations against hardware and software 

failures [5]. 

• Eventual Consistency: It is used in distributed 

shared memory, distributed transactions and 

optimistic replication [25, 26]. The system will 

eventually become consistent [24]. It means that 

given a sufficiently long period of time over which 

no changes are sent, all updates can be expected to 

propagate eventually through the system and all the 

replicas will be consistent. 

ACID transactions model supports the following 

options models [1, 18]: 

• Flat Transaction Model: It does not allow 

transactions to be nested within other transactions. 

Therefore, two transactions are executed in different 

scopes. 

• Nested Transaction Model: In this model, a 

transaction is composed of an arbitrary number of 

sub-transactions that may be executed concurrently. 

Top-level transactions must satisfy ACID 

properties. The dependencies between the sub-

transactions and the top-level transaction are fixed 

in the model.  

• X/Open Distributed Transaction Processing (DTP) 

Model: It is an industrial standard defined by the 

open group consortium. The X/Open allows 

multiple applications to share resources provided by 

multiple resource managers and allows their work to 

be coordinated into global transactions [1, 15]. A 

two-phase commit protocol with presumed rollback 

is performed across all the involved resource 

managers to assure global atomicity 

• Flexible Transaction Model: It is trying to 

overcome the restrictions of previous models It is 

suitable for structured and long-running transactions 

and it supports both ACID and non-ACID 

transactional requirements. Therefore, it gives the 

flexibility to specify which sub-transactions should 

satisfy ACID properties and which aren’t. 

Therefore, the dependencies that exist between a 

top-level transaction and its sub-transactions are no-

longer fixed in the transactional model; they are 

specified by user.  

• Business Transaction Model (BTP): It is published 

by the OASIS Business Transaction Technical 

Committee (BTTC) as a standard for coordinating 

transactions between applications controlled by 

multiple autonomous parties. No single party 

controls all resources needed in a business 

transaction. Parties manage their own resources but 

coordinate in a defined manner to accomplish the 

work scoped by a transaction. Individual service 

providers either agree to join a transaction or not.  

Eventual consistency model supports following options: 

• Immediate Refresh: In this option, distributed 

replicas are updated automatically at the end of each 

transaction that updates the original data source. 

• Periodic Refresh: In this option, replicas are 

periodically updated. 

• Differed Refresh: In this option, replicas are updated 

when someone attempts to retrieve data from them. 

 

7.4. Performance 

Of course, we can easily know that it is difficult to 

determine general options that could be supported by 

data sharing approaches to achieve high performance 

for developing data sharing solution. Therefore, we 

will present performance metrics that help developers 

during the selection phase of an appropriate data 

sharing approach. These metrics are as follows [14]: 

• Overhead: It is the additional processing required 

by the approach performs a regular task.  This 

metric is sensitive to the following overhead 

sources: 
 

1. Communication: Its type between parties may 

form an overhead such as cost of initialization 

communication variables, shared communication 

data, memory allocation and so on.  

2. Mode of Execution: The cost of synchronous 

execution mode is different to those of the 

asynchronous mode [11]. 

3. Computation: The way the computation is 

accomplished is an important indictor on the 

performance. It may be inherently sequential or 

parallel. Unlike the parallel processing mode, the 

sequential computation doesn’t benefit from the 

possibility of multicore microprocessors. 
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• Memory: The amount of the allocated memory and 

its usage is very important indicator on the level of 

overall performance. 

• Contention for Resources: It’s a special case of 

overhead when consumers compete for shared 

resource. So, its effects can often lead to slowdown 

that the result is worse performance. 

 

8. Comparison between Data Sharing 

Approaches 

We compare hereby the different data sharing 

approaches according to the four evaluation criteria 

described above. The result of this comparison is 

summarized in Table 1. 

• Data Access 

    TPM and tuplespace were originally proposed to 

support one king of data source, which is a 

structured data source relational database. Whereas, 

RDF and DSA approaches were originally proposed 

to hide the heterogeneity between various data 

sources.  

• Data Integration 

TPM uses structured data integration approach 

along with one of the two options ETL or EII. 

Therefore, it can support data integration through a 

mapping process of all extracted data and load it in 

one target database, or it can build a virtual data-

integration layer. Tuplespace uses structured data 

integration approach with one option, which is ETL 

option to support data integration. It may not be able 

to support EII option. It allows users to post their 

data in a shared space; so building a mediated 

schema is impossible. RDF, as data sharing 

approach dedicated to the semantic Web, is 

adopting the ontology data-integration approach to 

support data integration. This approach allows the 

developer to adopt the EII option by specifying a 

mediated schema in order to support data 

integration. Moreover, developers of data sharing 

application may integrate  data  from  different  data 

sources through the service composition option. 

The DSA approach adopts the semi-structured 

data integration approach to support data 

integration. It relies on Web service technology as 

standard language that heavily relay on XML 

standard. It enables the adoption of EII option since 

the developer may define a mediated schema in 

order to support data integration. However, the 

service composition option is the natural process to 

integrate data from various heterogeneous data 

sources for the DSA approach. Unfortunately, RDF 

and DSA aren’t supporting ETL option because they 

aim to benefit and reuse existing heterogeneous data 

sources and integrating them with minimal effort. 

• Data Consistency 

Satisfying the data consistency requirements 

between homogeneous data sources is much easier 

than heterogeneous data sources. In addition, it is 

much easier to satisfy ACID properties in 

centralized environment rather than decentralized 

environment. However, TPM supports ACID 

transaction models such as flat transaction model, 

nested transactions model, flexible transactions 

model or X-Open transaction model. But, it doesn’t 

support business transaction model, since there is no 

business processes.  

Tuplespace supports both flat model and X/Open 

ACID models. RDF supports ACID models such as 

nested transactions model, flexible transaction 

model or X/Open transaction model. But, it doesn’t 

support flat model since data sources are distributed 

across the network. In addition, RDF supports 

eventual model with one of its options, because 

replicas are residing on different sites and the 

requirement of making the overall system consistent 

is very important. 

DSA support both models, ACID and eventual 

with their options. It supports well the business 

transaction model since it relies on SOA, which 

exposes data sources as services. So, it requires 

creating a business transaction that involves different 

business parities [24]. 

 
Table 1. Summary of comparison between data sharing approaches based on proposed evaluation criteria. 

 TPM Tuplespace RDF DSA 

Data Access Homogeneous (relational databases) 
Homogeneous (relational 

databases) 

Heterogeneous (from structured to 

unstructured data sources) 

Heterogeneous (from structured to 

unstructured data sources) 

Data Integration 

Structured data integration approach 
Structured data 

integration approach 
Ontology data integration approach 

Semi-structured data integration 

approach 

ETL or EII ETL 
EII or data integration through service 

composition 

EII or data integration through 

service composition 

Data Consistency 

ACID model with one of the 

following models: Flat transaction 

model, nested transaction model, 

X/Open model or flexible 

transaction model 

 

 
 

ACID model with one of 

the following models:  

Flat transaction model or 

X/Open model 

ACID model with one of the following 

models: Nested transaction model, 

X/Open model or flexible transaction 

model 

or 

Eventual model with one of the 

following options: Immediate refresh, 

periodic refresh or differed refresh 

ACID model with one of the 

following models: Flat transaction 

model, nested transaction model, 

X/Open model, flexible transaction 

model or business transaction model 

or 

Eventual model with one of the 

following options: Immediate 

refresh, periodic refresh or differed 

refresh 

Performance No options 
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9. Related Issues for Data Sharing 

Approaches 

In addition to the criteria explained above there are 

currently some issues that should be considered for the 

selection of a data sharing approach, and for the 

implementation of a new data sharing system. In this 

paper, we provide a summary of these important 

issues, which are the infrastructure environment, 

appropriate standard technologies, security and 

execution mode. 

The main aim of data sharing is to share a huge 

amount of data distributed across network. Therefore, 

the important issue is either to support this type of 

sharing in a centralized environment or in a 

decentralized heterogeneous environment.  The Peer-

to-Peer (P2P) infrastructure has presented creditable 

advantages than centralized environments, avoiding 

both computational performance and information 

update bottlenecks, and providing other significant 

issues including scalability, reliability, availability and 

so on [12]. However, a valuable result for both 

business companies and users is to selecting an 

appropriate data sharing approach supporting P2P 

infrastructure efficiently, and developing a new data 

sharing system based on this approach in P2P 

environment to share heterogeneous and autonomous 

data sources across the network. 

Another issue related to the development of a new 

data sharing solution is the choice of an appropriate 

standard technology that will be used to implement the 

main concepts related to data sharing approaches for. 

This technology may be proprietary, or an open 

standard technology. Moreover, the implementation of 

the technology should be selected carefully. However, 

selecting a standard technology should satisfy at least 

set of main characteristics, which are well-defined, 

enables reuse of IT existing assets, platform 

independent and provides a clear API for the most 

widely used programming languages. 

Yet another important issue is security. The 

requirements of data sharing systems in terms of 

security are organized into the following areas: 

availability, authenticity, anonymity, and access 

control [7]. Supporting and implementing these 

techniques in order to apply and enforce the security 

policy on the developed system is directly affecting the 

performance.  

Another issue that is valuable to enhance the overall 

system performance is the execution mode. There are 

two modes, which are synchronous and asynchronous. 

Synchronous mode is blocking until the result becomes 

available, whereas, asynchronous mode is not blocking, 

it fires call, continue working and handles result when 

it is available. However, supporting one or both modes 

depend on the selected approach and the system 

requirements. Nevertheless, in some cases, supporting 

parallel technique along with asynchronous mode has 

advantages for the overall system performance.  

 

10. Conclusions 

In this paper, we identified and explained four 

comparison criteria, data access, data integration, data 

consistency and performance.  Each of these criteria 

may be accomplished in different ways. We have 

studied and discussed the available options for every 

criterion. This study allows us to compare the existing 

data sharing approaches based on the proposed criteria 

and their related options.  This comparison can help the 

developer to select the most appropriate data-sharing 

approach for the development of a new comprehensive 

data sharing solution.  

In the near future, we will present the open issues 

such as security issues, robustness, etc., that are related 

to data sharing approaches in order to provide a 

concrete study and a deeper analysis between these 

approaches. We expect that the current and the future 

study will become a powerful guide for researchers and 

developer to build, design and implement a 

comprehensive data sharing solution. 
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