Fast Window Based Stereo Matching for 3D Scene Reconstruction
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Abstract: Stereo correspondence matching is a key problem in many applications like computer and robotic vision to determine Three-Dimensional (3D) depth information of objects which is essential for 3D reconstruction. This paper presents a 3D reconstruction technique with a fast stereo correspondence matching which is robust in tackling additive noise. The additive noise is eliminated using a fuzzy filtering technique. Experimentations with ground truth images prove the effectiveness of the proposed algorithms.
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1. Introduction

In computer and robot vision, stereo correspondence matching plays an important role. With the help of stereo correspondence algorithms stereo vision systems can be automatized. Stereo correspondence techniques are useful for machine vision applications to determine Three-Dimensional (3D) depth information of objects. They are required in applications like 3D reconstruction, robot navigation and control, autonomous vehicles, 3D growth monitoring, stereo endoscopy, and so on.

Several stereo correspondence algorithms have been developed to find matching pairs from two image sequences [1, 2, 3, 7]. But they exhibit very high computational cost. The extremely long computational time required to match stereo images is the main obstacle on the way to the practical application of stereo vision systems. However, stereo vision applications are often subject to strict real-time requirements. In applications, such as robotics, where the environment being modeled is continuously changing, these operations must also be fast to allow a continuous update of the matching set, from which 3D information is extracted.

Approaches to the stereo correspondence matching can be broadly classified into two categories: 1). Feature-based, 2). Intensity-based matching techniques. In the feature-based approaches, features such as, edge elements, corners, line segments, curve segments etc., are first extracted from the images, and then the matching process is applied to the attributes associated with the detected features. The main problem of this approach is that edge elements and corners are easy to detect, but may suffer from occlusion; line and curve segments require extra computation time, but are more robust against occlusion. In the intensity-based matching, the matching process is applied directly to the intensity profiles of the two images. In this method, as the two cameras are placed on the same horizontal baseline, the corresponding points in both images must lie on the same horizontal scanline. Such stereo configurations reduce the search for correspondences from two dimensions (the entire image) to one-dimension. Unfortunately, like all constrained optimization problems, whether the system would converge to the global minima is still an open problem.

An alternative approach in intensity-based stereo matching, commonly known as the window-based method, where matching is established on those regions in the images that are interesting; for instance, regions that contain high variation of intensity values in the horizontal, vertical, and diagonal directions. After the interesting regions are detected, a simple correlation scheme is applied in the matching process; a match is assigned to regions that are highly correlated in the two images. The problem associated with this window-based approach is that the size of the correlation windows must be carefully chosen. If the correlation windows are too small, the intensity variation in the windows will not be distinctive enough, and many false matches may result. If they are too large, resolution is lost, since neighboring image regions with different disparities will be combined in the measurement [11].

To overcome the limitations of these stereo correspondence algorithms this research proposes a fast window based stereo correspondence method for 3D scene reconstruction. In addition, a major task in the field of stereo vision is to extract information from stereo images corrupted by noise. For this purpose, a fuzzy filtering technique has been implemented.
This paper is organized as follows: Section 2 describes the basic principle of stereo correspondence estimation and 3D reconstruction. Section 3 then describes our proposed method for noise filtering. Section 4 presents the process of determining stereo disparity. The algorithm for calculating window cost and disparity is illustrated in section 5. In section 6, we have presented our proposed model for 3D scene reconstruction. Section 7 shows the experimental results and discussions. Finally, section 8 concludes the paper.

2. Stereo Correspondence and 3D Reconstruction

The overall stereo vision process for 3D reconstruction is illustrated in Figure 1.

There are two problems associated with stereo vision:

1. The correspondence problem-in which features corresponding to the same entities in 3D are to be matched across the image frames.
2. The reconstruction problem-in which 3D information is to be reconstructed from the correspondences.

In stereo vision, two images of the same scene are taken from slightly different viewpoints using two cameras, placed in the same lateral plane. For most pixels in the left image there is a corresponding pixel in the right image in the same horizontal line. Finding the same points in two images is called correspondence matching and is the fundamental computation task underlying stereo vision. The difference in the coordinates of the corresponding pixels is known as disparity, which is inversely proportional to the distance of the objects from the camera. Using the disparity, the depth can be defined by the following equation:

\[ z = \frac{bf}{d} \]  

(1)

where, \( d \) is the disparity, \( z \) is the distance of the object point from the camera (the depth), \( b \) is the base distance between the left and right cameras, and \( f \) is the focal length of the camera lens. Figure 2 shows that the two images of an object are obtained by the left and right cameras observing a common scene. This pair of stereo images allows us to obtain the 3D information about the object. Once we have obtained a distance map of the scene, we can then measure the shape and volume of objects [12, 13].

3. Noise Elimination with Fuzzy Filtering

To extract information from stereo images corrupted by noise, we have employed a special fuzzy filtering method. This filter employs fuzzy rules for deciding the gray level of a pixel within a window in the image. This is a variation of the Median filter and Neighborhood Averaging filter with fuzzy values.

The algorithm of fuzzy filtering includes the following steps:

1. The gray values of the neighborhood pixels (\( n \times n \) window) are stored in an array and then sorted in ascending or descending order.
2. Fuzzy membership value is assigned for each neighbor pixels. This step has the following characteristics:
   a. A \( \Pi \)-shaped membership function is used.
   b. The highest and lowest gray values get the membership value 0.
   c. Membership value 1 is assigned to the mean value of the gray levels of the neighborhood pixels.
3. We consider only \( 2 \times k + 1 \) pixels (\( k/2 \leq n \)) in the sorted pixels, and they are the median gray value and \( k \) previous and forward gray values in the sorted list.
4. The gray value that has the highest membership value will be selected and placed as output.

Figure 3 shows a test image with additive noise and the corresponding output image after Fuzzy filtering. The memberships function for the gray levels in the test image is shown in Figure 4.
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Window-based stereo matching technique is widely used due to its efficiency and ease of implementation. However, Barnard and Fishler [2] point out a problem in the selection of a window with fixed size and shape. Many researchers proposed adaptive window methods using windows of different shapes and size depending on local variations of intensity and disparity [10, 14]. But in adaptive window algorithms, the computation time is relatively higher than that of fixed window algorithms [8, 9, 16, 17]. To overcome this problem and to achieve a substantial gain in accuracy with less expense of computation time we have proposed a fast and very simple algorithm. Some applications, like autonomous vehicle and robot navigation, virtual reality and stereo image coding in 3D-TV, require a very fast estimation of dense stereo correspondence. It is aimed that this pruning proposal will be useful in such situations for speedy determination of dense disparity.

5. Window Cost and Disparity Estimation Algorithm

With a view to estimate dense disparity, for every pixel in the left image our goal is to find the corresponding pixel in the right image. We assume that the stereo images are rectified, which means that the corresponding epipolar lines are horizontal and on the same height. In window-based algorithms, to determine the correspondence of a pixel in the left image the window costs, which are the SSD or the SAD or the normalized correlation values, need to be computed for all candidate pixels in the right image within the search range by the following equation:

\[
W_c(x,y,d) = \begin{cases} 
\sum_{i} \sum_{j} (f_l(x+i,y+j) - f_r(x+i+d,y+j))^2, & \text{for SSD} \\
\sum_{i} \sum_{j} |f_l(x+i,y+j) - f_r(x+i+d,y+j)|, & \text{for SAD} \\
\sum_{i} \sum_{j} (f_l(x+i,y+j)f_r(x+i+d,y+j)), & \text{for Correlation} 
\end{cases}
\]  

(2)

where \(f_l(x,y)\) and \(f_r(x,y)\) are the intensities of the pixel at a position \((x, y)\) the left and right images, respectively, \(W_c(x, y, d)\) is the window cost of a pixel at position \((x, y)\) in the left image with disparity \(d\), \(w_i\) and \(w_j\) are the window width and height, respectively.

The pixel in the right image that gives the best window cost, i.e., the minimum SSD or SAD value or the maximum correlation value indicates the corresponding pixel of the pixel in the left image. The computation time for disparity estimation of a pixel depends on image size and disparity search range. In direct search, it requires to compute the window costs for all candidate pixels within the search range, \(-d_{\text{max}}\) to \(+d_{\text{max}}\). The conventional disparity estimation algorithm using direct search is described below:

For each pixel \((x,y)\) in the left image,

For \(d = -d_{\text{max}}\) to \(+d_{\text{max}}\)

Calculate \(W_c(x,y,d)\).

End For

Find best \(W_c(x,y,d)\) ∈ \(W_c(x,y,d)\).

Disparity of \((x,y)\) = \(d\).
A fast technique for disparity estimation has been implemented by excluding unlikely correspondences. This pruning mechanism is based on the stereo matching constraint that the corresponding pixels should be close in color or intensity. To determine the correspondence of a pixel in the left image we just compute the window cost for candidate pixels in the right image within the search range if their intensity differences with respect to the pixel of the left image are less than a threshold value, \( \delta \). The proposed pruning algorithm includes the following steps:

For each pixel \((x, y)\) in the left image,
1. For \(d = -d_{\text{max}} \) to \(+d_{\text{max}}\), do
   1.1. If \(|f_L(x, y) - f(x + d, y)| < \text{threshold}\), then
      Calculate \(W_c(x, y, d)\).
2. Find best \(W_c(x, y, d) \in W_c(x, y, d)\).
3. Disparity of \((x, y) = d\).

Estimating the corresponding points, we can compute the disparity map. The disparity map then can be converted to a 3D map of the scene (i.e., recover the 3D structure) if the stereo geometry is known.

6. Reconstruction of 3D Scene

The estimated stereo disparity fields can be converted into dense depth information by camera geometry. As a result, the 3D model of the real scene is reconstructed from the original images and disparity information. To reconstruct the 3D image we have to compute the \(z\) coordinate of each point in the left camera frame. For a 3D point \((x, y, z)\) we take \(x\) and \(y\) from the first stereo image and \(z\) from the gray level intensity at \((x, y)\) of the depth map. Figure 5 illustrates the stereo imaging technique which involves in obtaining two separate image views of an object point \(P\). The distance between the centers of the two camera lenses \(b\) is called the base line. Our objective is to find the coordinates \((x_P, y_P, z_P)\) of the point \(P\) having image points \((x_L, y_L)\) and \((x_R, y_R)\) in the left and right camera frame, respectively.

Let’s recover the position of \(P\) from its projections \(P_L\) and \(P_R\):

\[
z_p = \frac{bf}{s_L - x_R} \tag{3}
\]

\[
x_p = \frac{b \cdot x_L}{s_L - x_R} \tag{4}
\]

\[
y_p = \frac{b \cdot y_L}{s_L - x_R} = \frac{b \cdot y_R}{s_L - x_R} \tag{5}
\]

\(x_L - x_R - d\) is the disparity (i.e., the distance between the corresponding points in the two images when the images are superimposed). Therefore,

\[
x_p = \frac{b \cdot x_L}{d}, \quad y_p = \frac{b \cdot y_L}{d}, \quad z_p = \frac{bf}{d} \tag{6}
\]

Using equation 6, we can easily obtain the 3D coordinates of the point-cloud of the object, which will help to reconstruct the 3D scene.

7. Results and Discussions

We have reconstructed the 3D scene from the test stereo images with a fast and robust stereo correspondence matching technique. The effectiveness of the stereo correspondence algorithm has been justified for different types of images of different resolutions with simple and complex background.

In order to demonstrate the effectiveness of the algorithm, we present the processing results from synthetic and real image pairs, including ones with ground-truth values for quantitative comparison with other methods. Experiments were carried out on a Pentium IV 2.1GHz PC with 512MB RAM. The algorithm has been implemented using Visual C++. The dense disparity map is obtained using some standard stereo images (Tsukuba Head) which dense ground truth is known. Figure 6 illustrates the gray scale stereo images including the ground truth, and estimated disparity image. The ground truth image is histogram equalized for visualization purpose. The reconstructed 3D scene is shown in Figure 7.

Disparities of the left image are estimated by SSD method without and with considering a threshold value for different window sizes. Table 1 summarizes the obtained disparity estimation results for the Tsukuba Head image using SSD method. The accuracies represent the percentage of correct disparities (i.e., same value as that of ground truth). It is also found that a threshold value of \(\delta = 30\) is a good choice on the basis of a trade-off between accuracy and computation time. Figure 8 illustrates the runtime snapshot of disparity estimation results. The computational time versus window size graph is shown in Figure 9 which reveals that the computational cost increases with the size of the window. Therefore, a window of size \(3 \times 3\) performs better results than any other window size, although
some variable window size has been used for reducing the computational cost for better disparity estimation.

Table 1. Disparity estimation accuracy (in %) for different threshold values.

<table>
<thead>
<tr>
<th>Threshold Value ($\delta$)</th>
<th>Window Size</th>
<th>Correct Matching Accuracy (%)</th>
<th>Reduction of Computation Time (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta=0$</td>
<td>7x7</td>
<td>67.0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>11x11</td>
<td>72.3</td>
<td></td>
</tr>
<tr>
<td>$\delta=20$</td>
<td>7x7</td>
<td>65.9</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td>11x11</td>
<td>70.1</td>
<td></td>
</tr>
<tr>
<td>$\delta=25$</td>
<td>7x7</td>
<td>66.1</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>11x11</td>
<td>70.5</td>
<td></td>
</tr>
<tr>
<td>$\delta=30$</td>
<td>7x7</td>
<td>66.3</td>
<td>39</td>
</tr>
<tr>
<td></td>
<td>11x11</td>
<td>71.9</td>
<td></td>
</tr>
</tbody>
</table>

Table 2 shows the comparison of our proposed method with some other methods [1, 2, 3, 4, 5]. A window of size 7x7 size is applied for all methods. Experimental results predict that our proposed method provides a reduction of 45% of computational time and increase of 20% accuracy of correct matching.
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Table 2. Computational time reduction (%) and increase in correct matching with proposed pruning method.

<table>
<thead>
<tr>
<th>Disparity Estimation Method</th>
<th>Window Size</th>
<th>Computation Time Reduction (%)</th>
<th>Correct Matching Accuracy Increase (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional Window Based Method [1-3]</td>
<td>7x7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Adaptive Window Method [4]</td>
<td>7x7</td>
<td>21</td>
<td>13</td>
</tr>
<tr>
<td>Average Window Method [5]</td>
<td>7x7</td>
<td>33</td>
<td>17</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>7x7</td>
<td>45</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 3. Parameters used in 3D reconstruction.

<table>
<thead>
<tr>
<th>Parameter Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Window Size</td>
</tr>
<tr>
<td>Threshold level</td>
</tr>
<tr>
<td>Search range for disparity estimation</td>
</tr>
<tr>
<td>Focal length of the cameras</td>
</tr>
<tr>
<td>Base distance</td>
</tr>
</tbody>
</table>
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Figure 6. A standard stereo image pair (Tsukuba Head) with ground truth.

We use a simple method for the reconstruction of the 3D scene of the test image pairs from the estimated 3D coordinates and original image information. The focal length of the stereo cameras used in this simulation is 35mm, the baseline distance is 15cm and pixel size is 0.1165mm. Table 3 shows the parameters used in the reconstruction process.

![Reconstructed 3D image](image6.png)

Figure 7. Reconstructed 3D image.

8. Conclusions

A 3D reconstruction technique from stereo image pair is proposed. We have reconstructed 3D information of real images from the estimated disparity fields and camera parameters. A fast stereo vision system has been developed that analyzes grayscale or color images to estimate the disparity map for 3D scene reconstruction. To deal with additive noise, a robust and novel approach capable of fast estimation of stereo correspondence is proposed. A fuzzy rule-based filtering is employed for noise elimination which can remove the non interesting points from the stereo images. A total of about 20 images are used to investigate the effectiveness of the proposed algorithms. Among them only a few points in the
images are found false. Experimental results demonstrate that the success rate of more than 95% is achieved. The main reason behind the failure of those images in finding disparity image is the mismatch of epipolar geometry. The main target of this research is to build a robust and fast stereo vision system for real-time applications. Our next plan is to develop a complete 3D model from multi-view images.
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