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Abstract: The standard Arabic language, like many other languages, contains a prosodic feature, which is hidden in the 

speech signal. The studies related to this field are still in the preliminary stages. This fact results in restraining the 

performance of the communication tools. The prosodic study allows people having all the communication tools needed in their 

native language. Therefore, we propose, in this paper, a prosodic study between the various types of sentences in the standard 

Arabic language. The sentences are recognized according to three modalities as the following: declarative, interrogative and 

exclamatory sentences. The results of this study will be used to synthesize the different types of pronunciation that can be 

exploited in several domains namely the man-machine communication. To this end, we developed a specific dataset, consisting 

of the three types of sentences. Then, we tested two sets of features: prosodic features (Fundamental Frequency, Energy and 

Duration) and spectrum features (Mel-Frequency Cepstral Coefficients and Linear Predictive Coding) as well their 

combination. We adopted the Multi-Class Support Vector Machine (MC-SVM) as classifier. The experimental results are very 

encouraging. 
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1. Introduction 

The speech signal contains much more information 

than the words themselves. This information, known as 

“extralinguistic,” is hidden in the speech signal. 

Researchers have used prosodic features in several 

domains such as detecting the emotional state of the 

speaker [3, 16, 28], sentence boundary detection [12, 

15, 18, 23], dialog act detection [4, 19, 25, 27] etc., the 

classification and detection type of sentences could be 

seen as a special case of the dialogue acts’ 

classification. This work aims at studying the prosodic 

difference between the sentence types before, so that to 

recognize it automatically in: questions, exclamations 

and declarative sentences. Such an information then 

may be used to enrich the man-machine dialogue in 

standard Arabic language. Several previous work of 

the various systems used in the question detection with 

the prosodic model and the lexical model have been 

made in this regard in different languages. In order to 

justify our choice of feature vectors and used classifier. 

In order to place our work over the already made 

studies, we consider some work in different languages 

being ought to be considered. 

In English language, the authors of the laboratory 

“Spoken Language Processing, Department of 

Computer Science-Columbia University, New York, 

USA” have solved the sentence type detection problem 

in the context “Intelligent Tutoring Spoken Dialog  

System” [17, 29]: Software for educational use is 

developed to assist students and substitute teachers in 

their study process. However, these systems do not 

take into account the type of sentence. The authors 

have studied how to develop a system that 

automatically detects a type of sentence [17]. The 

authors used lexical and prosody parameters extracted 

from a dataset of student-teacher dialogues. They 

classified questions with accuracy equal to 79%, using 

the Fundamental Frequency as parameter. Recently 

another study [6] was conducted in the same field. 

For the same language, another work [7] has 

presented an automatic approach to the questions 

detection among English utterances from multiparty 

conversational speech. The author conducted several 

experiments from three distinct classes: lexico-

syntactic, turn-related, and Fundamental Frequency 

related to particular interest in the use of parse tree 

information in classification. In conclusion, the author 

stated that lexico-syntactic features seem to enable the 

classifier to identify correctly the cues that indicate a 

question. 

For the French language, the author [24] attempts to 

detect the type of sentence with only the lexical 

approach, using a Memory Based Learning (simple 

learning method). The author used a dataset composed 

of human-human’s dialogues; it's recorded in a 

banking call center. The rate of correct detection of 

dialog acts equal to 84% using the implementation 

http://en.wikipedia.org/wiki/Mel-frequency_cepstrum
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IB1-IG timbl software with Manhattan method for 

distance measuring. 

In work [31], the authors replicated the old 

experiences namely [17, 20, 29] that used the lexical 

and prosodic model to detect the type of sentence. In 

order to quantify the distinct interrogative sentence’ 

types in different domains for European Portuguese, 

the authors note that the use of the lexical cues only, 

results that they are strongly correlated with the 

detection of a specific type of interrogatives (namely 

wh-questions). Therefore, the authors concluded that 

once the acoustic and prosodic features are added, the 

results get improved significantly. 

In Chinese language, the author Yuan and Jurafsky 

[31] used the prosodic and the lexical approach to 

detect the type of sentence. However, for the lexical 

model, the author chose to use the last word in each 

sentence, because in the Chinese language suffix ('ma') 

could be added to the end of any affirmative sentence 

to change it in interrogative sentence, and he used the 

decision tree for an automatically classification [31, 

32]. The author found that the intonation curve is not 

sufficient to detect the type of sentences in Chinese. 

The final classification system developed, obtained a 

correct detection of interrogative sentences equal to 

85.1%.  

In our previous work in Berber language [11], we 

studied the prosodic difference between sentences 

(yes/no question). We developed an automatic 

detection that uses prosodic Feature (Fundamental 

Frequency, Energy). These features were used as an 

input for two different classifiers (Support Vector 

Machine and neural networks), in order to classify 

each sentence into either interrogative or affirmative 

sentence. We classified questions with accuracy equal 

to 93%. A further feature-specific analysis reveals that 

energy and fundamental frequency (F0) features are 

mainly responsible of discriminating between question 

and affirmative sentences. 

Languages other than Arabic have received a lot of 

attention in this regard, but in recent years some 

researchers started working in this search path 

specifically the study [14], in this analysis the author 

focused on choosing the best feature vectors and the 

best classifiers to differentiate between interrogative 

and affirmative sentences. The author failed to 

consider the prosodic difference between these two 

types of sentences, as well as he did not take into 

consideration the type of exclamatory sentences. 

To our knowledge, our work is the first attempt 

made in the domain of automatic detection of 

exclamatory sentences among the affirmative and 

interrogative sentences in standard Arabic language it 

shows the prosodic difference between these three 

sentences types as several researchers have done in 

other languages. 

 

 

2. Feature Set 

In order to estimate automatically the nature of 

sentences, it is possible to analyze the speech signal 

directly, with no need to the lexical result of an 

automatic speech recognition engine, by using the 

prosodic and spectrum features. The target is to make a 

universal algorithm able to be applied on the other 

languages, especially poor endowed language.  

2.1. Fundamental Frequency (F0) 

Pitch is the fundamental frequency of speech signal. 

Fundamental frequency is an estimation of the 

periodicity of sound. In the power spectrum, it is the 

lowest common denominator of the harmonic peaks; 

Fundamental Frequency is considered the most 

important set of features in determining types of 

sentences [14]. There are a number of techniques 

presented in [30] for pitch extraction.  

2.2. Energy (E) 

Contrary to the fundamental frequency, energy is 

considered as the easiest prosodic parameter to 

calculate. However, it is among the most important 

parameter in speech signal [26]. The estimation of the 

energy of a sampled signal x (t) is defined by [26]:  

𝐸 = ∑𝑥(t)2 

2.3. Duration (D) 

The duration in the speech processing area is 

considered as a prosodic feature; it is considered to be 

a significant prosodic curve for the detection of the 

type of sentences. Several studies were made in this 

regard [31]. 

2.4. Mel-Frequency Cepstral Coefficients 

(MFCC) 

The use of Mel Frequency Cepstral Coefficients could 

be considered as one of the standard method for feature 

extraction [21]. MFCC are based on human hearing 

perceptions which cannot perceive frequencies over 1 

KHz. In other words, this parameter is based on a 

known variation of the human ear’s critical bandwidth 

with frequency [10, 22].In speech processing, 10-12 

coefficients are often considered to be sufficient for 

coding speech [10]. The most notable downside of 

using MFCC and its sensitivity to noise due to its 

dependence on the spectral form. 

2.5. Linear Predictive Coding (LPC) 

Linear Predictive Coding is one of the most powerful 

speech analysis techniques. It has gained popularity as 

a formant estimation technique since it was introduced 

[22]. The 2.5. Linear Predictive Coding (LPC) 

calculates a power spectrum of the signal. It is used for 

(1) 
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formant analysis. Its operating principle is related to 

the speech model in which speech is modeled as the 

output of a linear, time varying system excited by 

either quasi-periodic pulses or random noise [2]. 

3. Prosodic Study  

Prosody is an essential element in the domain of 

sentence type detection. Therefore, our first study is to 

observe the prosodic differences between the three 

types of sentences. Finding out this observation will 

confirm if the sentence in the Arabic standard language 

conveys extra-linguistic information, as well as the 

exact location of the helpful information to decode the 

type of sentence. 

The sentences used in the prosodic study are 

causing a compilation of Compact Disc Read-Only 

Memory (CDROM) for learning the standard Arabic 

language for foreigners [1]. It comprises speech read 

by professional speakers in noiseless conditions. The 

conversations were recorded in Pulse Code Modulation 

(PCM) format, 16 kHz, 16 bit, mono, 5 speakers and 

about 1 hour of speech. We extracted from this speech 

20 sentences of each type of pronunciation 

(declarative, interrogative and exclamatory 

sentences).The peculiarity of these selection is that all 

sentences have same words in same location; we 

removed the lexical indicators of sentences types ( ،نعم

 , (Why, Do you, where, What, No (لا، لما، ما، هل، لماذا

Yes) etc., This choice allows us to see the differences 

between these three sentences types without 

influencing of the words: 

 Interrogative sentence: الجوّ جميل ؟  هل” ”   In English: 

“The weather is nice ?” 

 Affirmative sentence:  “ وّ جميللجا نعم ”      In English: 

“yes, weather is nice.” 

 Exclamatory sentence: “!الجوّ جميل”    In English: 

“The weather is nice!” 

The sentences are presented in Table 1 

Table 1. Dataset of standard Arabic language. 

 
Standard Arabic 

Language Sentences 
Translation to English 

!(الجوّ جميل)./؟/ 10  The weather is nice (. /?/!) 

!(المنزل بعيد)./؟/ 10  The house is far (. /?/!) 

!(هذا المشهد جميل )./؟/ 10  This scene is beautiful (. /?/!) 

!(السماء زرقاء )./؟/ 10  The sky is blue (. /?/!) 

!(الأستاذ هنا )./؟/ 10  The teacher is here (. /?/!) 

!(السوق مكتظ )./؟/ 10  The market is crowded (. /?/!) 

!(أصُلحت السيارة )./؟/ 10  The car was repaired (. /?/!) 

!(توقف تساقط الأمطار)./؟/ 10  It stopped raining (. /?/!) 

!(الطبق لذيذ )./؟/ 10  The dish is delicious (. /?/!) 

!(دأ الدرس )./؟/المعلم ب 01  The teacher began the lesson (. /?/!) 

!(الرحلة جيدة )./؟/ 00  The travel is good (. /?/!) 

!(الفلم طويل )./؟/ 00  The movie is long (. /?/!) 

!(الدرس ممل )./؟/ 00  The lesson is boring (. /?/!) 

!(أكل كل الصحن )./؟/ 00  He finished all the plate (. /?/!) 

!(أولئك جيراننا )./؟/ 00  They are our neighbors (. /?/!) 

!(سجل اللعب هدف )./؟/ 00  The player has scored a goal (. /?/!) 

!(هذه الأرض خصبة ؟)./؟/ 00  This land is fertile (. /?/!) 

!(الشجرة مثمرة )./؟/ 00  The tree is fruitful (. /?/!) 

!(الثمار )./؟/ نضجت 00  The fruits are ripe (. /?/!) 

!(تحصلت على الشهادة )./؟/ 01  I have obtained the certificate (. /?/!) 

3.1. Fundamental Frequency Study  

By observing the F0 contour of the different sentences 

in our dataset, we noticed an important point, for most 

sentences, the intonation contour of the last word or the 

second half of it seems to be falling for affirmative 

sentences (A, B), rising for interrogative sentences (C, 

D), rising and suddenly falling for exclamatory 

sentences ( E, F). The Figure 1 (A, B, C, D, E, and F) 

shows F0 contour associated with the corresponding 

speech signal. We used the praat software to achieve 

this figure. We note: A: Affirmative sentences. Q: 

Interrogative sentences. E: Exclamatory sentences. 

 
a) speaker1 sentence 1.A.                             b) speaker 2 sentence 2.A. 

 
c) speaker 1 sentence 1.Q.                                d) speaker 2 sentence 2.Q. 

 
e) speaker 1 sentence 1.E.                             f) speaker 2 sentence 2.E. 

Figure 1. F0 contour with the speech signal corresponding. 

3.2. Duration Study 

In this experiment, we calculate the average duration 

for each sentence type. The results in figure 2 confirms 

that there is a minor difference in duration of utterance 

between affirmative and interrogative sentences, but 

there is a significant difference between these two 

types of sentences and exclamatory sentences. Figure 2 

presents the average duration in seconds for each type 

of sentences 

 
Figure 2. Average duration in seconds for each type of sentences. 

3.3. Energy Study 

As well; for energy parameter, we calculate the 

average energy for each sentences type. The results in 

the Figure 3 confirm that there is significant difference 

in the energy between different sentences' types, with a 

significant difference between exclamatory sentences 
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 and other types of sentences 

 
Figure 3. Average duration in (DB) for each type of sentences. 

Results confirm that there is a difference between 

the three sentences types and reveal that the prosody of 

the sentences in standard Arabic language conveys 

extra-linguistic information similar to non-tonal 

languages (English or French as examples), which 

allows the sentences types identification (interrogative, 

affirmative and exclamatory).  

The next step is to implement an automatic 

recognition system of sentences type in order to 

confirm our observations in this section. 

4. Automatic Recognition System  

In this work, our model for automatic speech 

recognition system is composed by four major phases: 

speech input, feature extraction, classification and 

sentences type output. Figure 4 shows the different 

phases of our automatic speech recognition system. 

 

 

 

 

 

 

 

 

Figure 4. Automatic recognition system. 

4.1. Dataset  

The standard Arab language is among the languages 

which often suffers from gaps in linguistic work, 

among these difficulties lack of dataset. To cross this 

difficulty, we took again the sentences extracted from 

CDROM for the training of the standard Arab language 

of section 3, we recorded a dataset with the same 

features design (PCM format, 16 KHz, 16 bit, mono). 

As we have already mentioned, the particularity of 

these dataset is that all the sentences selected from test 

have the same words in the same location. These 

sentences were embedded in meaningful dialogue, so 

that their pronunciations are as natural as possible, in 

this way, we eliminate all the phenomena of co-

articulation that could interfere with our prosodic 

analysis. Five Arabic native speakers (2 males and 3 

females) who repeats each dialogue five times, we 

have chosen five speakers to reproduce the original 

dialogue, this gives us a dataset consisting of 1500 

sentences (500 affirmatives sentences, 500 

interrogatives sentences and 500 exclamatory 

sentences).  

4.2. Features Generation 

The extraction of the best parametric representation of 

acoustic signals is an important task to produce a better 

recognition performance. The efficiency of this phase 

is important for the classification phase. The features 

extracted include: Energy, Fundamental Frequency, 

Duration, Linear Prediction Coding and Mel-

Frequency Cepstral Coefficients. In this work, the 

energy of a signal is calculated on a short-time basis, 

by windowing the signal at 30ms, squaring the values 

and taking the average and we exploited the duration 

of the whole utterance, the average duration of 

syllables and the flow of each sentence. We used the 

software Praat to extract Energy and Fundamental 

Frequency and the software MATLAB to extract 

Duration, MFCC and LPC. 

4.3. Classification  

4.3.1. Review of Multi Class Support Vector 

Machine Classifier (MC-SVM) 

Initially, SVMs were developed to perform binary 

classification (two classes) [8, 13]. However, applying 

the binary classification is very limited for example; in 

our case, we have three classes (declarative, 

interrogative and exclamatory sentences). In literature, 

there are many approaches to generate MC-SVMs [13] 

from binary SVMs have been. In our case, we adopted 

one against one approach. The result of study [8] 

concluded that one against one approach gives better 

results. This method consisted for G classes, there will 

be binary classifiers. The output from each classifier in 

the form of a class label is obtained. The class label 

occurring the most is assigned to that point in the data 

vector. In case of a tie, a tie-breaking strategy may be 

carrying out; this strategy is to select randomly one of 

the class labels that are tied [8, 13]. This classifier uses 

learning and testing dataset. In our case, learning 

dataset presents (60%) of dataset, and testing dataset 

presents (40%) of dataset. There is no intersection 

between the testing speakers and training dataset. 

4.3.2. Validation System  

MC-SVMs have many qualities that distinguish them 

from many other machine learning algorithms, 

including the non-existence of local minima, the speed 

of calculation, and the use of only two tuning 

parameters [5, 9]. These two parameters are defined by 

the cross validation method, in order to control the 

compromise between the complexity of the machine 

and the number of non-separable data.MC-SVM 
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classifier used in this work is implemented in the 

MATLAB software 

5. Results and Discussion 

In this section, the performances of the various features 

vectors used here for the task of affirmative, 

interrogative and exclamatory identification. Namely 

F0, Energy, duration, LPC and MFCC are compared to 

each other using criteria based on classification 

accuracy. Thus, we tested several segments of the 

sentence in order to deduce the useful information 

location. 

5.1. Prosodic Features  

Table 2 shows the results of the average rate of correct 

identification using prosodic features we note that: 

 A.R.C.I.A: Average Rate of Correct Identification 

of Affirmations Sentences. 

 A.R.C.I.I: Average Rate of Correct Identification of 

Interrogative Sentences. 

 A.R.C.I.E: Average Rate of Correct Identification of 

Exclamatory Sentences. 

However, the results of the automatic study, presented 

in Table 2, confirm the hypothesis developed in the 

part 3. The useful information is located in the end of 

the sentence “The last syllable of the sentences” with 

an overall rate of 76.10 %.Furthermore, the prosodic 

features distinguish significantly the type of sentences 

and the curve of the fundamental frequency for 

interrogative sentences having a growing edge at the 

end of the sentence (85.5%). Falling for affirmative 

sentences (88%), and growing and suddenly falling for 

exclamatory sentences (93.5%). We notice that 

exclamatory sentences are better identified with respect 

to affirmative and interrogative sentences; this is 

mainly due to the particular pronunciation in the last 

syllable to other types of sentences. It seems therefore 

confirmed that the macro-prosody influences the 

overall prosody sentence in the Standard Arabic 

language. In addition, we found that the fundamental 

frequency is more significant with an average rate of 

correct identification equal to 89 %, compared to the 

energy (69.16%) and the duration (70.16%).This study 

allowed us to conclude that in the case of the Standard 

Arabic language, the slope of the evolution of the last 

syllable curve is a decisive factor in the sentences 

detection 

 

 

 

 

 

Table 2. Average rate of correct identification using prosodic 
features. 

The whole sentences 

 A.R.C.I.A (%) A.R.C.I.I (%) A.R.C.I.E (%) A.R.C.I.G (%) 

F0 83.5 81 88.5 84.33 

E 71.5 63.5 66.5 67.16 

D 53.5 77 75 68.5 
average 

classification 
69.5 73.83 76.66 73.33 

The first half of the sentences 

 A.R.C.I.A (%) A.R.C.I.I (%) A.R.C.I.E (%) A.R.C.I.G (%) 

F0 51.5 48 49.5 49.66 

E 54 53.5 48 51.83 

D 50.5 41.5 44.5 45.5 
average 

classification 
52 47.66 47.33 49 

The second half of the sentences 

 A.R.C.I.A (%) A.R.C.I.I (%) A.R.C.I.E (%) A.R.C.I.G (%) 

F0 83.5 80 90.5 84.66 

E 73 59.5 69 67.16 

D 52.5 77.5 78.5 69.5 
average 

classification 
69.66 72.33 79.33 73.77 

The last syllable of the sentences 

 A.R.C.I.A (%) A.R.C.I.I (%) A.R.C.I.E (%) A.R.C.I.G (%) 

F0 88 85.5 93.5 89 

E 74.5 64 69 69.16 

D 53 78 79.5 70.16 
average 

classification 
71.83 75.83 80.66 76.10 

5.2. Spectrum Features 

Table 3 shows the results of the spectrum features 

tested on our database. 

Table 3. Average rate of correct identification using spectrum 

features. 

The whole sentences 

 A.R.C.I.A (%) A.R.C.I.I (%) A.R.C.I.E (%) A.R.C.I.G (%) 

LPC 71 68.5 83 74.16 

MFCC 93 89.5 99.5 94 

average 

classification 
82 79 91.25 84.08 

The first half of the sentences 

 A.R.C.I.A (%) A.R.C.I.I (%) A.R.C.I.E (%) A.R.C.I.G (%) 

LPC 50.5 48 49 49.16 

MFCC 39.5 52 41.5 44.33 

average 

classification 
45 50 45.25 46.75 

The second half of the sentences 

 A.R.C.I.A (%) A.R.C.I.I (%) A.R.C.I.E (%) A.R.C.I.G (%) 

LPC 72.5 69.5 85 75.66 

MFCC 94.5 94 99.5 96 

average 

classification 
83.5 81.75 92.25 85.83 

The last syllable of the sentences 

 A.R.C.I.A (%) A.R.C.I.I (%) A.R.C.I.E (%) A.R.C.I.G (%) 

LPC 73.5 73 88 78.16 

MFCC 94.5 95 99.5 96.33 

average 

classification 
84 84 93.75 87.25 

Likewise, we noticed also that the useful 

information is located in the end of the sentence and 

the exclamatory sentences in this case are better 

identified (93.75%) compared to affirmative (84%) and 

interrogative sentences (84%). we also found that 

MFCC is the best element to detect the type of 

sentence in our case. We can see from Table 3 that, the 

spectrum features have given very satisfactory results 

in this work. 



Detecting Sentences Types in the Standard Arabic Language                                                                                                    919 

 

5.3. Fusion of Feature Vectors 

To exploit the strengths of each parameter, we opted 

for the hybrid method of prosodic and spectrum 

features. This method is based on the idea that certain 

characteristics of the speech signal are further 

highlighted by certain parameter sets. The interest is to 

exploit the advantages of each parameter. 

Table 4, shows the rate of correct identification by 

hybrid method using MC-SVM classifier. We tested 

the first three parameters that gave the best recognition 

rates namely F0, LPC and MFCC 

We note that: 

 Model 1: ( F0 + MFCC) 

 Model 2: ( F0 + LPC) 

 Model 3: ( MFCC + LPC) 

 Model 4: ( F0 + MFCC+ LPC 

Table 4. Correct identification of the hybrid method using MC-

SVM classifier. 

 A.R.C.I.A A.R.C.I.I A.R.C.I.E A.R.C.I.G 

Model 1 95.50 95.50 99 96.66 

Model 2 91.50 89 93 91.16 

Model 3 93 88 94.50 91.83 

Model 4 94.5 96.5 97 96 

To evaluate results of the fusion method of feature 

vectors as well as to find the best combination of 

parameters, we will plot comparative graphs. Figures 5 

show the comparison of the average rate of correct 

identification by the hybrid method. 

 

 

 

 

 

 

 

 

 

 

 

 
a) Comparison of the average rate of correct identification of model 1 versus MFCC 

and F0. 

 
b) Comparison of the average rate of correct identification of model 2 versus LPC and 

F0. 

 
c) Comparison of the average rate of correct identification of model 3 versus LPC and 

MFCC. 

 
d) Comparison of the average rate of correct identification of model 4 versus LPC, 

MFCC and F0. 

Figure 5. Comparison of the average rate of correct identification. 

The results confirm that the fusion of feature vectors 

improves significantly the results such as model 1 (F0 

U MFCC) and model 2 (F0 U LPC). But this is not 

always the case; the fusion parameters with a large gap 

of correct identification such as model 3 (MFCC U 

LPC) and model 4 (F0 U MFCC U LPC) gives rates of 

correct identification overall lower compared to the 

parameters included in the models (F0 and MFCC). 

The results obtained in this work confirm that the 

prosodic and spectrum features give satisfactory results 

in this language.  
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In the Standard Arabic language, to our knowledge, 

no statistical study on a specific dataset which includes 

the three types of sentences (interrogative, exclamatory 

and affirmative); except [14] who have worked on the 

detection of question in Standard Arabic language. For 

this we have not been able to compare the rate of 

correct identification. 

6. Conclusions and Future Work 

In this paper, we presented our study of sentences type 

detection in Standard Arabic language. In a first step, 

our analyses helped to understand the prosodic 

difference between the types of pronunciation. After, 

we elaborated a specific dataset containing 1500 

affirmative, interrogative and exclamatory sentences. 

We used this dataset for extract the feature vectors 

based on several parameters (F0, F, D, MFCC and 

LPC). Besides, we used the concatenation of feature 

vectors in order to improve our results. In a last step, 

we have chosen the MC-SVM to classify our 

sentences. 

The novelty introduced in this work is the 

introduction of an automatic method for detecting 

exclamatory sentences in Standard Arabic language, 

using the prosodic features and spectrum features in 

Standard Arabic language, using a special dataset, (the 

three sentences are identical except pronunciation). 

The results confirm that the prosody of the sentence 

Standard Arabic language conveys extra linguistic 

information similarly to non- tonal languages 

(including English or French as examples), which 

allows the identification of types of sentences.  

In continuation to the present work, the next 

objective consists of exploring the lexical parameters 

to improve outcomes for that language and applying 

the most recent and most appropriate methods to 

improve results. With this in mind, we started 

recording other datasets such as regional languages in 

order to study the prosodic differences for the poorly 

endowed languages. 
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