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Abstract: Recent advances in high-speed networks and the newfound ubiquity of powerful processors have revolutionized the nature of parallel computing. It is becoming increasingly attractive to perform parallel tasks on distant, autonomous, and heterogeneous networked machines. This paper presents a simple and efficient new distributed framework for parallel programming known as Paradigma. In this framework, parallel program development is simplified using the Gamma formalism, providing sequential programmers with a straightforward mechanism for solving large-scale problems in parallel. The programmer simply specifies the action to be performed on an atomic data element known as a molecule. The workers compete in simultaneously running the action specified on the various molecules extracted from the input until the entire dataset is processed. The proposed framework is dedicated for fine-grained parallel processing and supports both the Simple Program Multiple Data and Multiple Program Multiple Data programming models.
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1. Introduction

The parallel solution of a large-scale computing problem consists of dividing the problem into independent tasks, distributing the tasks over the processes, dividing the data among the processes, and coordinating the various processes that are running simultaneously. The processes that execute the tasks are commonly known as workers. It is becoming increasingly attractive for the workers to operate on distant, heterogeneous, and autonomous machines that are connected through a network [15, 31]. Currently, only highly skilled programmers have the expertise to write parallel code for distributed machines. Although most sequential programmers are aware of the performance gains attainable through distributed parallel programming, the technologies involved are often prohibitively complex and require the mastery of a new and difficult programming style.

Various Parallel Programming Frameworks (PPFs) have been proposed to make parallel programming less complex and more widely accessible [11]. A framework can be treated as a set of components that constitute a puzzle in which certain pieces (the specific computations to be performed) are missing and must be provided by the end-user [22]. There is competition among the various frameworks on the market to decrease the effort required from the end-user by reducing the complexity of the missing pieces and providing transparency in the parallelism. Although existing PPFs require “little” work from the end-user, they nevertheless rely on his or her expertise in solving large-scale problems in a parallel fashion.

In this paper, we present a new simple and efficient framework for parallel programming known as Paradigma. Paradigma is an easy-to-use, reliable distributed framework for parallel programming that is dedicated for fine-grained parallel processing and supports both the Single Program Multiple Data (SPMD) and Multiple Program Multiple Data (MPMD) programming models. This framework reduces the complexity of parallel program development by adopting a programming technique known as the Gamma formalism. In the Gamma formalism [3, 4], a computation is described as a form of chemical reaction between various individual data elements. Parallelism is achieved by simultaneously performing the reaction on every data element, and the processing terminates when no further reactions are possible. We experiment the benefit of using the Gamma formalism in solving various problems such as normalization of a database schema [36], Quad tree and PM-Quad tree spatial index structures implementation [37]. Several attempts to implement the Gamma formalism were performed in order to simplify the parallel programming. Indeed, [36, 37] have adopted a centralized approach to implement their frameworks. Whereas, recently, [26] has developed the Gamma formalism on a cluster machine using IBM tuple space middleware. This implementation was extended by developing a parser to transfer the Gamma programs to Nvidia’s CUDA architecture [25, 24].

We have developed a fully distributed sharing nothing framework for parallel programming based on the Gamma formalism called Paradigma. Herein, we
focus on describing the architecture of Paradigma. The remainder of this paper presents the main characteristics of the framework, describes the reference architectures of Paradigma and its various components, and explains how the proposed framework supports the SPMD and MPMD programming models.

2. Related Work

Several dedicated frameworks for parallel programming have been proposed in the literature, and we describe the most important ones here.

- Cactus [3, 4, 18] is an open-source environment that enables parallel computation on many different architectures. Thus, using Cactus, applications can run on clusters or supercomputers.
- PetSc [13, 9] is a library that is designed for parallel programs. This library provides an abstraction layer above MPI that enables users to focus on writing parallel programs rather than concerning themselves with low-level MPI operations.
- Cilk [12] is a C-based runtime system that supports the multithreaded parallel programming paradigm. Cilk includes a programming language that is an extension of C with additional primitives for expressing parallelism. The Cilk runtime system maps the expressed parallelism into parallel execution. Using these primitives, Cilk allows a function that calls another function to continue running simultaneously with the callee function.
- Swarm [23] (SoftWare and Algorithms for Running on Multicore) is an open-source portable parallel programming framework. Swarm provides basic features for multithreaded programming such as synchronization, control and memory management, and collective operations.
- Condor [5, 20, 27, 35] is a meta-computing environment that resides on a cluster of machines (called a Condor pool) and observes their characteristics, such as the load average. In the Condor environment, idle machines are utilized for a significant fraction of the time. Users submit their jobs to Condor, which subsequently runs the jobs on idle machines, monitors their progress, and informs the user upon completion. When the owner of a machine returns, Condor either suspends or kills the job running on that machine.
- MW [19] is a framework that enables users to parallelize their applications in a straightforward manner using the Condor meta-computing environment. A large computation is divided into a number of tasks to be executed in parallel. The MW framework works with Condor to assign processing units (machines) to these tasks, handle the communication, reassign tasks if their current machines fail, and manage the global parallel computation.

Numerous recent parallel processing frameworks are Java-based. This is due to the fact that Java is an object-oriented, platform-independent, secure programming language that includes various ready-made packages for communication. Most of these frameworks have attempted to add layers, components, and/or services over the pre-existing technologies to overcome the limitations of Java in parallel processing. In the literature, the existing Java-based frameworks for parallel processing are usually classified into two main approaches: (1) native MPI wrappers and (2) pure Java implementations. We classify these frameworks into five main approaches.

- The first approach utilizes Java as a wrapper for existing MPI implementations. Prototypes such as mpiJava [8] and Java/DSM provide MPI communication by calling native methods (in C, C++, or Fortran) using the Java Native Interface (JNI). The major drawbacks of this approach are its lack of portability and interoperability.
- The second approach provides a portable message-passing implementation because the entire library is developed in Java. Prototypes such as MPJ [6, 7], DoGMA [32], JVM [33], JMPI [28], and PJMPI [39] have been proposed. This approach solves the portability and interoperability problems; however, the developed prototypes have unfortunately exhibited inferior performance compared with native MPI implementations.
- The third approach extends the Java language features to overcome the limitations of the second approach. Prototypes such as HPJava [14], JavaParty [24], Manta [30], Titanium [41], JOPJ [1, 2], and the do! [22] Have been shown to exhibit improved performance. Some of these prototypes extend certain Java features, such as inter-process communication, object serialization [29], and message passing [34, 38]. Others either provide new Java classes, enabling users to write parallel programs in a more straightforward fashion [22] or extend the Java syntax to describe how individual tasks are performed across multiple processes [14, 41].
- The fourth approach is mainly web-oriented; it uses the Java applet to execute parallel tasks. For example, Javelin [15] adopts this approach. Javelin is a web-based infrastructure for parallel computing that requires access to a Java-enabled web browser. By simply pointing their browsers to a known URL, users can make their resources available for hosting portions of parallel computations. This is achieved by downloading and executing an applet that spawns a small daemon thread that waits and “listens” for tasks.
- The fifth approach is grid-based. Prototypes such as HPJava [14] (the latest version), JPPF [40], and Mpich-G2 [21] (a non-Java-based framework)
adopt this approach. HPJava and Mpich-G2 extend existing parallel frameworks to allow users to run parallel programs across multiple computers. JPF and Mpich-G2 rely on the Globus toolkit [17] for resource allocation, process creation, monitoring, control, and communication.

3. Characteristics of Paradigma

The main characteristics of the Paradigma framework are as follows:

- **Distributed parallel processing.** The parallel processing is performed in a fully distributed way. The framework relies neither on a central component to manage and synchronize the global processing nor on shared memory for exchanging data.

- **Loosely coupled.** The built-in knowledge that must be exchanged between the interacting components is minimal. Each component requires only the address of a directory service (registry) to join the framework and communicate with the other components.

- **No parallel programming.** The framework relieves the user from details of the communication between the framework components and from details of parallelism. The user can therefore concentrate his or her effort on the logic of the problem rather than focusing on aspects such as the splitting and gathering of data or its parallel processing.

- **Scalable.** To improve the responsiveness and performance of the framework, additional processing power can be added at run time. In addition, specific computations required to solve the problems can be entered by the users into the framework at run time.

4. Overview of the Gamma Formalism

The Gamma formalism [10, 11] is a programming model that is designed to make parallelism more accessible. Gamma allows the user to specify a task as an action on a data element (known as a molecule) that satisfies a criterion known as the reaction condition.

Parallelism is achieved by processing the action simultaneously on every molecule satisfying the reaction condition. Molecules are generated either from the data provided by the user (as input) or from the data produced by the action. The processing terminates when no further actions are possible, that is, when no remaining data elements satisfy the reaction condition.

5. Terminology and Specifications

- A worker (ω) is a processing unit.
- An atom is an elementary data item.
- A data set (Ω) is a set of atoms.
- A molecule (η) is a subset of a data set Ω.

- The molecular cardinality of a molecule η, denoted by |η|, is the exact number of atoms that compose the molecule.
- All molecules of the same type have the same molecular cardinality.
- A service (ζ) is an action (specific computation of a user) to be performed on any given molecule η.

The execution of ζ on the molecule η is denoted by ζ(η). The result of this execution is two sets of atoms: A and P say.

- A is the set of active atoms that will replace η in the data set Ω in further processing.
- P is the set of passive atoms that are part of the final result and do not require further processing.

- The capacity of a service ζ, denoted by |ζ(η)|, is the minimum molecular cardinality required to run the action of the service ζ.

A molecule factory Ψ(Ω, c) extracts, whenever possible, a molecule η from Ω that satisfies |η| = c where c is the molecular cardinality of η. Consequently, the size of the set Ω is reduced by the size of the set of atoms that composes η.

\[ Ω = Ψ(Ω, η) \] \text{Such that} \ Ω = Ω − η.

Atoms integrator φ(Ω, X) inserts the set of atoms X into the data set Ω.

- A Gamma machine is a set of interconnected workers running a set of services. The machine is denoted by M(W, L, S) where:
  - W is a nonempty set of workers.
  - L is a set of links connecting the workers. A link is defined as a connected pair of workers, and L defines the network topology of the connected workers.
  - S is a set of services.

- A task τ(ζ, Ω) is the input to the Gamma machine. A task is composed of a service ζ and a data set Ω.
  - ζ(τ) is the service ζ that is associated with τ
  - Ω(τ) is the data set Ω that is associated with τ
  - Γ(τ, M) denotes the parallel processing of τ on the machine M; it refers to the simultaneous execution of ζ(τ) by the various workers ω ∈ W of the machine M on distinct molecules η, extracted by Ψ(Ω(τ), ζ(τ)).

\[
Γ(τ, M): \bigcup_{ω ∈ W} Γ(τ, ω)
\] \hspace{1cm} (1)

\[
Γ(τ, ω) = \bigcup_{m ∈ Ω(τ)} (ζ(τ)(m))
\] \hspace{1cm} (2)
denotes the multiple execution of $\varphi(\tau)$ on the worker $\omega$ with various molecules $\eta$ extracted by

$$\Psi(\varphi(\tau), \varphi(\tau)) :\Gamma(\tau, M) = \bigcup_{\omega \in M} \Gamma(\tau, \omega) = \bigcup_{m \in M} (\varphi(\tau))(m)$$  \hspace{1cm} (3)

6. Paradigma System Architecture

Paradigma is a reliable distributed framework for parallel programming that is dedicated for fine-grained parallel processing that supports both the SPMD and MPMD programming models. As depicted in Figure 1, Paradigma consists of the following four components:

- **Client.** The client allows the user to (i) define and publish his or her own services, (ii) discover existing services, (iii) submit tasks, and (iv) receive the related results of the tasks in an asynchronous manner.

- **Gamma Machine.** As defined above, the Gamma machine is composed of a set of workers that are interconnected within a network of a given topology. These workers collaborate to accomplish the tasks submitted by the user and generate their results.

- **Delivery Service Mediator (DSM).** The DSM acts as a broker between the client and the Gamma machine. This component is responsible for delivering the tasks submitted by the client to the workers and transferring the results of the tasks to the client. Each client is assigned a DSM when it starts.

- **Registry Service.** The registry service is a repository in which all workers and services of the Gamma machine and delivery service mediators are recorded.

6.1. The Client

The client is mainly responsible for submitting the tasks of users and receiving their related results. This component provides a set of tools to handle the communication and synchronization between the components of the framework so that the users need not be concerned with these details. The client allows the users to specify and publish their own services and discover and utilize the already existing services, Figure 2 illustrates the client architecture.

![Figure 2. Client architecture.](image)

As shown in Figure 2, the client consists of the following components:

- **The connectors.** There are two connectors: the registry connector and the DSM connector. These connectors provide remote access to the registry service and to the DSM assigned to the client. The registry connector is used basically for the publication and discovery of services.

- **The task manager.** This component is primarily responsible for defining and submitting the tasks of users and specifying and uploading the relevant services. The task manager consists of a service publisher, service uploader, service explorer, and task factory.

- **The service publisher.** publishes XML documents that describe the services deployed by the user (name, purpose, approach, context, input/output description, etc.).

- **The service uploader.** uploads the services to the registry.

- **The service explorer.** enables the discovery of services that are already published in the registry.

- **The task factory.** generates the tasks of the user to be processed by the Gamma machine.

- **The result manager.** This component consists of a result receiver and a result explorer. The result receiver receives the results of the submitted tasks in an asynchronous manner, while the result-explorer browses the results and checks them for readiness.

- **The client façade.** This component ensures that the other three components of the client are well configured. The client façade may be viewed as the Paradigma user/application interface that encompasses all of the client components.
6.2. The Registry Service

The registry service (RS) is considered to be the entry point for clients and workers. The RS stores useful information that enables the various components of Paradigma to communicate, collaborate, and complete the tasks submitted by the users. The RS is composed of a workers repository, a services repository, and a mediator’s repository.

6.3. The Delivery Service Mediator

The delivery service mediator (DSM) acts as a broker between a client and the Gamma machine. Each client is assigned a DSM that is created when the client starts. The DSM forwards each received task to a worker selected randomly from the workers repository, receives the results from the workers, and transfers the results back to the client. Figure 3 illustrates the DSM architecture.

- The following three connectors:
  - The *registry connector*, which enables communication with the registry service.
  - The *client connector*, which transfers the results back to the relevant client.
  - The *worker connector*, which forwards the tasks to a worker of the Gamma machine.
- The *listener*. This component facilitates the receipt of tasks from the client and their corresponding results from the Gamma machine.
- The *result manager*. Because multiple tasks may be processed simultaneously and fragments of the results are often received in a random fashion, the result manager is responsible for assembling the fragments of a given result. When a result has been received in its entirety, it is transferred back to the client.

6.4. The Worker

The community of workers is considered to be the core unit of the Gamma machine. This component comprises the backend layer that constitutes the processing power of Paradigma. The worker community is composed of a scalable set of workers running on distant, autonomous, and heterogeneous interconnected machines. The workers are responsible for processing the tasks submitted by the various DSMs. They simultaneously run the expected services on disjoint portions of the data that are extracted from the received tasks. When a worker \( \omega \) receives a task \( \tau \), it:

1. extracts a molecule \( \eta \) from the data input \( \Omega(\tau) \),
2. forwards the remaining data to its neighbours,
3. downloads and deploys the service \( \varsigma(\tau) \) if necessary and
4. performs \( \varsigma(\tau) \) on \( \eta \).

A worker may participate in the processing of a given task several times by running the same service on various molecules extracted from the input data. When the entire task has been processed, each worker \( \omega \) sends the obtained result \( \Gamma(\tau, \omega) \) to the DSM owner of the accomplished task. Figure 4 illustrates the worker architecture.

As depicted in Figure 4, the worker consists of the following components:

- The connectors:
  - A *registry connector*, that enables communication with the registry service (this connector enables the necessary services to be downloaded),
  - A *DSM connector*, that enables the results to be sent back to their corresponding DSMs and
  - The *worker connectors*, which enable communication with the other workers.
- The *remote access service*. This component manages the network topology of the worker community and provides remote access to the various components of Paradigma through the connectors. The framework’s underlying communication layer is designed in the form of patterns to enable various advanced network topologies, such as mesh, multidimensional torus, hypercube, or pyramid topologies, to be adopted.
with minimal effort. The current version of the framework fully supports ring, 2D and 3D torus network topologies.

- **The listener.** This component enables the receipt of messages (tasks, alerts, tokens, etc.) from DSMs and workers.
- **The Gamma processing handler.** This component is considered to be the core of the worker. The Gamma processing handler implements the Gamma formalism as a generic abstract machine.
- **The specific processing handler.** This component provides the Gamma processing handler with concrete problem-solving strategies.

### 6.4.1. The Specific Processing Handler

The specific processing handler (SPH) provides uniform access to the specific services deployed by the users. For a given service ζ, the SPH instantiates a single unique object of the class implementing that service. As depicted in Figure 5, the SPH consists of the following components:

- **The service loader.** This component is responsible for downloading services from the services repository of the RS. The download action is triggered whenever a worker attempts to run a non available service.
- **The service manager.** This component handles all of the services that are downloaded by the service loader. Each service ζ is made accessible through an instance, known as a Service Provider (SP), of the class implementing the service. An instantiation of a service ζ must override the following two methods:
  - Service Capacity () which returns the capacity \(|\eta(\zeta)|\) of the service ζ.
  - Action (η, A, P), the specific computation to be performed on any given molecule that satisfies the condition \(|\eta| = |\eta(\zeta)|\). This method implements \(\zeta(\eta)\) which produces two sets of atoms: A and P. Here, A is the set of active atoms that are generated by the action and require further processing, while P is the set of passive atoms that are generated by the action and have attained their final state.
- **The molecule factory.** This component implements \(\Psi(\Omega,c)\). When a worker receives a task \(\tau\), the molecule factory extracts a molecule \(\eta\) from the data input \(\Omega(\tau)\), with a molecular cardinality \(|\eta| = c\) where \(c = |\eta(\zeta(\tau))|\).

### 6.4.2. The Gamma Processing Handler

The Gamma Processing Handler (GPH) is the abstract machine that ensures the parallel processing of the tasks defined by the user. Given a received task \(\tau\), the GPH

- a. Applies \(\psi(\Omega(\tau),\eta(\zeta(\tau)))\) to extract a molecule \(\eta\) from the input data \(\Omega(\tau)\) that satisfies \(|\eta| = |\eta(\zeta(\tau))|\);
- b. delegates the remaining data to the neighbouring workers using the remote access service;
- c. performs \(\zeta(\eta)\) on \(\eta\) and obtains the sets of active atoms \(\tau_A\) and passive atoms \(\tau_P\); and
- d. Delays the delivery of \(\tau_P\), as a portion of the final result, until all of the workers have finished processing the task \(\tau\).
- e. Applies \(\psi(\Omega(\tau),A)\) to insert the set \(A\) into \(\Omega(\tau)\).

As depicted in Figure 6, the GPH consists of the following components:

- **The processing manager.** This component determines whether the task \(\tau\) must be processed locally or can be delegated depending on the status of the worker (busy or idle).
- **The local processor.** This component is responsible for the local processing of tasks \(\tau\). The local processor uses the SPH to obtain the service provider of \(\tau\) and a molecule \(\eta\) from \(\Omega(\tau)\) and triggers the service provider to take action on \(\eta\). The remaining portion of \(\Omega(\tau)\) is passed to the delegator. When the local processor finishes processing \(\eta\), it continues working on the same task \(\tau\) by extracting a new molecule \(\eta'\) from the available active atoms \(A\). If no molecule could be generated, then the worker is set to idle.
- **The delegator.** This component enables the asynchronous submission of a data set \(\Omega\) to the neighbouring workers.
- **The end detector.** This component is responsible for detecting the global termination of the parallel task running on the distributed workers. In the end detector, the Dijkstra [16] wave algorithm for termination detection on a ring network is extended to include 2D and 3D torus networks. The wave algorithm pays a token visit to each node and collects information regarding the status of the entire system. A full description of the algorithm is
beyond the scope of this paper. However, we considered the following criteria in the specification of our termination detection algorithm:

- **Correctness.** The termination detection occurs if and only if the computation has terminated, and if the termination occurs, then it must be detected.
- **Number of detection iterations.** Detecting the global termination within a minimum number of iterations (turns) is important for the overall performance of the termination detection algorithm because it affects many factors, including the delay, resource consumption, and congestion.
- **Overhead.** The termination detection algorithm generates the minimum possible number of secondary messages.
- **Detection delay.** The termination detection delay is the time interval between the completion of the execution and the subsequent detection.

Figure 6. Gamma processing handler architecture.

7. Paradigma Parallel Programming Models

7.1. The SPMD Programming Model

In the Single-Program, Multiple-Data (SPMD) programming model, the workers simultaneously perform the same service on different molecules. The molecules are extracted from the dataset provided by the task at hand. The task runs through all of the workers until all molecules are extracted and processed. Each worker creates an instance of the service and performs the service on the extracted molecules.

To submit a task, the user can implement his or her specific problem solution by extending an abstract class called Service. This class contains two fundamental abstract methods, action() and serviceCapacity(). The functionalities of these methods are described in Section 6.4.1. Once these two methods are implemented, the user must deploy the service in the framework by providing the service name and the URL of the jar file that contains the service implementation. Once these initial steps are complete, he or she can submit a task. The following tables show the various code fragments that must be implemented by the user to calculate the sum of a set of integers.

Algorithm 1 shows the description of the abstract class Service and focuses on the abstract methods that should be implemented by the user.

Algorithm 2 shows how to implement the calculation of the sum of integers as a specific computation (a service). The sum service should be implemented as a concrete class of the abstract class Service.

Algorithm 3 shows how the user should define his data set using the abstract class Data Set.

Algorithm 4 shows how the user can deploy and submit the sum service as an SPMD program.
Algorithm 4. Deployment of a single service and the execution of a task as an SPMD program.

//Should be provided by the user
1. public class SPMD_Program { 
2. 
3. 4. 
5. 6. 
7. for (int i = 0; i < 1000000; i++) 
8. 
9. 10. cl.deploy(svc1); 
11. cl.deploy(svc2); 
12. cl.submit(myTask); 
13. myData.add(new Integer(i)); 
14. } 
15. }

7.2. The MPMD Programming Model

In the Multiple-Program, Multiple-Data (MPMD) programming model, the workers simultaneously perform distinct tasks that perform different services. Each task runs as an SPMD program and benefits implicitly from the parallel capabilities of Paradigma.

Algorithm 5 shows an example of a client deploying distinct services and submitting several tasks for parallel processing.

Algorithm 5. Deployment of distinct services and the execution of several tasks as MPMD programs.

//Should be provided by the user
1. public class MPMD_Program { 
2. 
3. 4. 
5. 6. 
7. cl.deploy(svc1); 
8. cl.deploy(svc2); 
9. } 
10. cl.deploy(svc1); 
11. cl.deploy(svc2); 
12. cl.deploy(svc1); 
13. cl.deploy(svc2); 
14. } 
15. }

8. Conclusion

In this paper, we have presented a new distributed virtual parallel machine known as Paradigma.

Paradigma is composed of four components: the client, registry service, delivery service mediators, and workers. The client enables the users to submit SPMD and MPMD programs. The registry service enables the users to share their expertise in solving large-scale problems. The delivery service mediators ensure communication between the clients and workers. The workers execute the SPMD and MPMD parallel programs provided by the users. The workers are distributed and interconnected within a network. The proposed framework supports various connection topologies ranging from simple ring networks to multidimensional torus networks.

Most of existing parallel programming frameworks which rely on the expertise of the programmer to solve a large scale problem. In contrast to that, Paradigma adopts a programming technique known as the Gamma formalism which allows the programmer to concentrate his/her efforts on writing only the action (service) to be performed on a single data element known as a molecule. Paradigma automatically deploys the service on all of the available workers, which simultaneously perform the action on distinct molecules extracted from the task defined by the user.

Moreover, unlike existing frameworks, which distribute the tasks in an MPMD program to the workers for simultaneous execution with a single task assigned to each worker, Paradigma processes the tasks in a given MPMD program simultaneously as SPMD programs. The workers then compete to participate in the processing of each task. MPMD programs therefore benefit implicitly from the parallel capabilities of the proposed framework.
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