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Abstract: The generation of the fundamental frequency (F0) plays an important role in speech synthesis, which directly 

influences the naturalness of synthetic speech. In conventional parametric speech synthesis, F0 is predicted frame-by-frame. 

This method is insufficient to represent F0 contours in larger units, especially tone contours of syllables in tonal languages that 

deviate as a result of long-term context dependency. This work proposes a syllable-level F0 model that represents F0 contours 

within syllables, using syllable-level F0 parameters that comprise the sampling F0 points and dynamic features. A Deep Neural 

Network (DNN) was used to represent the relationships between syllable-level contextual features and syllable-level F0 

parameters. The proposed model was examined using an Isarn speech synthesis system with both large and small training sets. 

For all training sets, the results of objective and subjective tests indicate that the proposed approach outperforms the baseline 

systems based on hidden Markov models and DNNS that predict F0 values at the frame level.  
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1. Introduction 

Statistical Parametric Speech Synthesis (SPSS) using 

Hidden Markov Models (HMMs) [30] uses statistical 

models to generate acoustic features instead of 

concatenating speech waveforms, thus generating 

human-like speech that is smoother and more stable 

than that produced by concatenative speech synthesis 

[39]. Its many advantages include the small data set 

required for training [28] and fixable voice 

characteristics [11]. Therefore, HMM-based speech 

synthesis systems are currently being utilized for 

several languages [1, 2, 17, 28].  
The generation of fundamental Frequency (F0) 

contours is an important issue in speech synthesis, as 

they have an influence on the naturalness of syntactic 

speech and human perception is very sensitive to 

unusual F0 contours [5, 6]. F0 contours are used to 

represent local tone and intonation. Intonation, which 

is represented by the global F0 contour, is a major 

feature of accented languages such as English and 

Japanese. In these languages, tone might convey 

emotional information about the speaker, but indicates 

nothing about the meaning of the word. On the other 

hand, in tonal languages such as Thai and Mandarin 

Chinese, tone is a very important feature of syllables 

that is used to distinguish the meaning of words. 

Words with the same phoneme sequence, pronounced 

with different tone, have different meanings. Thus, 

tone correctness is crucial for speech synthesis systems 

for tonal languages. F0 is normally used to identify the 

tone type. Typically, the F0 contour of a monosyllabic 

word is stable, while the F0 contour of a syllable in 

continuous speech is varied, owing to factors such as 

tone coarticulation, adjacent tones, and phrase 

intonation [6, 12, 21] 

Several F0 modeling approaches have been 

proposed. They can be divided into parametric model-

based and frame-based approaches [13]. Parametric 

model-based approaches model the F0 contour at the 

phone/syllable level. First, the F0 contour within a 

segment is transformed into a set of parameters, then 

linguistic factors are mapped into the extracted 

parameters. Parameterization methods proposed to 

represent F0 contours within syllables include the Tilt 

model [25, 27], pitch target approximation model [37], 

and target F0 point [19]. F0 contours can also be 

represented by the parameters of the Fujizaki model 

[5], which decomposes the F0 contour into phrase 

components, and other representations such as 

coefficients from discrete-cosine transformation[18, 

26]. Machine learning approaches, including decision-

trees, support vector machines, and artificial neural 

networks, are used to learn the relationship between 

the linguistic factors and the extracted parameters. 

These models can represent the F0 contour using a 

compact parameter set, and also have the advantage of 

the syllable being a more plausible unit of speech 

production than frames or phones [36]. Nevertheless, 

they require a fitting process to extract the set of 

parameters (e.g., the Fujizaki and pitch target 

approximation models), which can increase the 

complexity of the relationship between linguistic 
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features and model parameters, for example, in the 

directed prediction of the Fujizaki model parameter in 

[10]. 

For frame-based approaches, the input linguistic 

features are directly mapped onto the F0 value of each 

speech frame. For example, conventional HMM-based 

SPSS directly models the discontinuous F0 using a 

multi-space probability distribution HMM Multi-Space 

Probability Distribution Hidden Markov Model (MSD-

HMM) [29] to describe the distribution of the F0 

values in the voiced frames and the probability of 

being unvoiced. However, this approach considers F0 

in short intervals that are insufficient to deal with 

suprasegmental features of F0 contours. Therefore, 

multi-layer F0 models for HMM-based SPSS have 

been proposed [33, 34], using different F0 models to 

model the pitch patterns for different prosodic layers. 

A simple tone-separated tree structure with contextual 

tone information was proposed to improve tone 

correctness of Thai HMM-based SPSS [3]. These 

approaches improve the naturalness of synthetic 

speech. However, the naturalness of synthetic speech is 

limited by the shortcoming of decision tree-based 

clustering that is insufficient to express complex 

context dependencies between linguistic features and 

acoustic features [41, 42]. 

In recent years, DNN-based SPSS was proposed 

[41], replacing decision trees with DNNs to model 

both F0 and spectral features at the frame level. Several 

reports indicated that the DNN-based SPSS 

outperformed the HMM-based SPSS [9, 16]. DNNs are 

also employed to model F0 values only, such as in the 

deep belief network-based F0 model [15] and the 

continuous F0 model [32]. 

However, conventional DNN-based systems cannot 

perfectly handle the complex variations of F0 contours, 

because they consider them over a short interval such 

as a state or frame. To improve the F0 modeling, a 

hierarchical F0 model [38] has been proposed in which 

the F0 contour is decomposed into sub-components, 

with each sub-component then individually modeled 

using contextual features at each prosodic layer. 

However, this model required more computational 

time than nonhierarchical versions. It also focused on 

modeling intonation rather than tone co-articulation 

and was applicable to accent languages because the F0 

contour of each segment was modeled without 

including contextual features at each level. 

In speech synthesis for tonal languages, the 

deviation of F0 contour is more associated with larger 

prosodic levels than frame and phone (i.e., syllables 

and words) due to tone co-articulation and intonation 

effects [6, 12, 21]. Therefore, the F0 contour should be 

modeled at the syllable level than frame or phone. 
In this work, we focused on improving tone 

modeling on DNN based speech synthesis for tonal 

languages. The proposed model was examined on 

SPSS for Isarn, a Thai dialect. We hypothesized that 

the representation of the F0 contour within a syllable 

would provide more F0 curve information than the 

frame-by-frame approach used in conventional SPSS. 

The F0 contour was separately modeled by mapping 

between the contextual features and F0 parameters of 

each syllable using a single DNN. Syllable-level F0 

parameters were estimated from all F0 points of the 

syllable. Syllable-level dynamic features were added to 

preserve the sequence features of the current syllable 

and the adjacent syllables, and to generate a smooth F0 

contour. We also investigated the performance of the 

proposed method with limited training data by varying 

the size of the speech data set (e.g., 0.4, 1.2, 2.4, or 3.5 

hours). The proposed model can be plugged into either 

HMM-based or DNN-based SPSS by including the 

generated F0 contour. The use of DNN in this work 

does not greatly increase the computational cost, 

because the model generates the F0 contour at the 

syllable level. 

The rest of the paper is organized as follows. 

Section 2 briefly introduces the Isarn language, section 

3 describes the proposed F0 model, and section 4 

describes the experiments and results. Our conclusions 

and recommendations for future study are presented in 

the final section. 

2. Tone in Isarn Language 

The Isarn language is a dialect of Thailand, which is 

widely used in the north-east region of the country 

[23]. Isarn can be written using the standard Thai 

alphabet. There are six tones in the Isarn language: 

mid, low, mid falling, high falling, high, and rising. 

Figure 1 shows a comparison of F0 contours 

corresponding to Isarn utterances by a male native 

speaker, when pronounced in isolation (a) and spoken 

naturally in continuous speech (b). As shown in the top 

panel of Figure 1, the shapes of the F0 contours of 

syllables in falling tone are quite similar.  

 
a) F0 contour of isolation speech. 

 
b) F0 contour of continuous speech. 

Figure 1. Comparison of F0 contours of Isarn utterance (“You 

should have some rest” in English translation) pronounced by the 

same speaker in isolation (a) and continuous speech (b). 
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The F0 contour of a syllable uttered in isolation has 

a stable pattern. The stable pattern of each tone can be 

analyzed and generated using a parametric model [20]. 

In continuous speech, the F0 patterns of syllables of the 

same tone slightly deviate from the stable pattern 

owing to complex linguistic factors that vary according 

to context. Previous studies reported that the main 

factors influencing the shape of the F0 contour are tone 

co-articulation and intonation effects [6, 12, 21] . Tone 

co-articulation is a phenomenon in which the shape of 

F0 contour of the current syllable is affected by the F0 

contours of the adjacent syllables, because the 

articulatory organs cannot respond rapidly enough to 

preserve the shape of the F0 contours of uttered 

syllables. Intonation effects cause the F0 contour of an 

utterance to gradually decline. The lower panel of 

Figure 1 shows how the F0 contours of some syllables 

differ from the stable pattern, such as the occurrences 

of a high falling tone sequence. The shape of the F0 

contour of the current syllable is assimilated with the 

F0 contour of the next syllable. 

3. Proposed Model 

Here, we propose a syllable-level model for generating 

F0 contours for tonal language speech synthesis, to 

overcome the inability of frame-based models to 

represent the deviation of F0 contours over long time 

periods [33, 40]. In tonal languages, tone is indicated 

by the F0 contour at the syllable-level. The deviation of 

F0 contours also occurs at the syllable level [21, 35]. 

Hence, we represent syllable-level F0 contours by 

sampling F0 values with dynamic features. A DNN is 

used to generate syllable-level F0 parameters from 

syllable-level linguistic features, including features of 

the current and adjacent syllables to handle the 

deviation of F0 contours due to tone coarticulation. 

Figure 2 shows an overview of the proposed model, 

comprising the F0 modeling and generation parts. 

 

 

Figure 2. An overview of the proposed F0 model. 

3.1. F0 Modeling 

The F0 modeling stage estimates the weights of the 

DNN used to represent the relationship between the 

linguistic features and F0 contours, and consists of pre-

processing, parameterization, and DNN training stages. 

3.1.1. Preprocessing 

Before modelling a given F0 contour, interpolation and 

smoothing must be performed. The interpolation 

process fills artificial F0 values between the 

intermediate F0 values where there are unvoiced 

speech segments or short pauses. We first eliminated 

unusual F0 values (e.g., error points and micro 

prosody) from regions of unvoiced speech based on the 

phoneme region described in the label files. The 

unvoiced speech segment was interpolated by the 

piecewise cubic interpolation method [4] and smoothed 

by the median filter method. 

3.1.2. Parameterization 

The length of a syllable depends on its phoneme 

identities and position in the utterance. Thus, we were 

unable to model the F0 contour of a syllable using 

DNN directly, as DNN requires fixed dimensions of 

input and output features. Therefore, the smoothed F0 

contour of each syllable was scaled to a fixed 

dimension vector according to the algorithm 1. 

Algorithm 1: Sampling F0(F0,P,T,N,K) 

#Inputs: 

 F0 = [f1, f2, f3, …, fT] is the extracted log F0 vector  

 T is the number of frame in the utterance. 

N is the number of syllable in the utterance. 

K is the number of sampled F0 values per syllable. 

P=[(b1,e1), (b2,e2), (b3,e3),…, (bN,eN)] is the list of start and end 

frame positions of syllable. 

#Output 

C is the scaled log F0 vector of length K N 
for i = 1 to N do 

 (b,e)  P[i] 

 for j = 1 to K do 

  C[(i-1)K+j]  F0[1+b+(j-1)(e-b)/K] 

 end for 

end for 

return C 

However, using only static features can generate 

mismatched F0 contours at the connection point of two 

syllables, because the F0 vector of each syllable is 

generated individually. Thus, dynamic features were 

taken as part of the output features, to preserve the 

continuation of F0 contours of the current and adjacent 

syllables, and to improve the smoothness of the F0 

contour at the connection points between syllables. The 

dynamic features were calculated based on a 

conventional algorithm [43] used in both conventional 

HMM-based and DNN-based SPSS. In this step, the 

scaled F0 vector with dynamic features Cd contains a 

sequence of sampled F0 values, including the delta and 

delta-delta, as follows: 
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Where C is the static feature vector of the scaled log F0 

sequence and Wn is a window matrix for calculating 

the n-th dynamic features of the scaled log F0 

sequence. 

In the final step, the Cd is reshaped as the output 

feature in order to model F0 values at the syllable level, 

as shown in the algorithm 2. 

Algorithm 2 ReshapeOutputFeature(Cd,N,K) 

#Input:  

Cd is the matrix of scaled log F0 values with dynamic features. 

N is the number of syllable in the utterance. 

K is the number of sampled F0 values per syllable. 

#Output 

Y is an N  3K zero matrix for storing the output features. 

for i = 1 to N do  

 Y[i,1:K]  Cd[iK:(i+1)K,1]T 

 Y[i,K:2K]  Cd[iK:(i+1)K,2]T 

Y[i,2K:3K]  Cd[iK:(i+1)K,3]T 

end for 

return Y 

3.1.3. DNN Training 

For an utterance of N syllables, X=[x1 x2 … xN] is the 

sequence of the input features generated using the 

linguistic specification, and Y=[y1 y2 … yN] is the 

sequence of output features from the extracted F0 

contour. The DNN maps the input feature vectors xi to 

the output feature vectors yi, where i is the syllable 

index [7] . For each unit at each hidden layer, the input 

from the layer below is mapped to a deterministic 

value using a nonlinear activation function (.) and 

passed to the layer above. This can be expressed as: 

ixh )0(  

 )()1()()( llll bhWh    

)(L

i hy   

Where xi is the input feature vector of syllable i, yi is 

the output feature vector of syllable i, h(l) is the output 

of hidden layer l, h(0) is the input layer, W(l) is a weight 

matrix for the link between the layer l-1 and l, L 

denotes the number of layers of the network, and b(l) is 

the bias vector of the hidden layer l. 

To model the F0 parameters at the syllable level, we 

modified the phone-level linguistic features used in our 

previous HMM-based speech synthesis system [8] by 

replacing the quinphone features with the articulatory 

features of the phonemes within the current syllable. 

The input linguistic features are listed in Table 1. For 

feature extraction, the features of the previous syllable 

and the next syllable were included in addition to those 

of the current syllable. These features can be divided 

into four categories: tone features, duration features, 

articulatory features, and positional features. This input 

feature set was designed in order to use tone features to 

describe the global pattern of tone sequence; other 

feature sets were used to represent the deviation of F0 

patterns. 

The articulatory features of the syllable can be 

divided into phoneme identity and phoneme category 

features. The phoneme identity features represent the 

sequence of sound units in a syllable (e.g., /b/, /a/, /n/), 

whereas the phoneme category features identify the 

type of sound units in the syllable (e.g., nasal, plosive, 

fricative). We included phoneme category features 

because it was not possible to predict all possible 

phoneme identities of syllables, and we hypothesized 

that the phoneme category would be more useful than 

the phoneme identity for generating the F0 parameters 

of unknown syllables.  

Table 1. Input linguistic features for training the proposed model. 

Feature 

categories 
Description #dims. 

Tone features 
Tone identities of previous / current / next 

syllables. 
23 

Duration 

feature 

Duration of previous / current / next syllables. 3 

Duration of initial consonant/ vowel / final 

consonant of current syllable. 
3 

Articulatory 

features 

Phoneme identities of initial consonant/ vowel / 
final consonant of current syllable. 

50 

Phoneme categories of initial consonant/ vowel / 

final consonant of current syllable. 
32 

Phoneme identities of initial consonant and vowel 

of next syllable. 
42 

Phoneme identities of vowel and final consonant 

of previous syllable. 
29 

Phoneme categories of initial consonant and 

vowel of next syllable. 
29 

Phoneme categories of vowel and final consonant 
of previous syllable. 

16 

Positional 

features 

Position of the current syllable in the current 

word. 
1 

Number of syllables in the current word. 1 

Position of the current syllable in the current 

phrase. 
1 

Number of syllables in the current phrase. 1 

Position of the current word in the current phrase. 1 

Number of words in the current phrase. 1 

Position of the current phrase in the current 

phrase. 
1 

Number of words in the current phrase. 1 

Syllable section in the current word (silence, 

single, begin, middle, end). 
5 

Word section in the current phrase (silence, 

single, begin, middle, end). 
5 

Phase section in the utterance (silence, single, 
begin, middle, end). 

5 

We represented the symbolic features using the one-

hot representation method. For example, a seven-

dimensional vector was used to represent the tone 

identities of the current syllable because there are six 

tones in Isarn in addition to the pause symbol. Numeric 

features such as the duration of the syllable and its 

position in the current phrase were directly used in the 

training process. 

3.2. F0 Generation Process 

To generate the F0 contour from input text, the input 

text is converted to linguistic features using the text 

analysis module, and the linguistic features are used to 

predict the duration of phonemes using DNN-based 

(1) 

(2) 

(3) 

(4) 

(5) 
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duration model. Next, the duration features are 

included in the linguistic features, and the input 

features are fed into the trained DNN, to obtain the 

predicted output features. Then, the non-smooth F0 

vector with its dynamic features is reshaped as a single 

vector using the inversion of the algorithm 2, and the 

F0 contour is generated using a parameter generation 

algorithm [31]. Finally, the smoothed F0 vector is 

scaled to the duration of the syllable, obtained using 

the duration predictor. 

4. Experiments and Results 

4.1. Speech Corpus and Feature Extraction 

The experiments in this work employed an Isarn 

speech corpus containing 4,400 utterances of a male 

native speaker, to conduct Isarn HMM-based speech 

synthesis system [8]. Training sets of different sizes 

were used to investigate the performance of the 

proposed model with limited training data. We created 

four training sets, comprising T0.4: 40 minutes (500 

utterances), T1.2: 1 hour 20 minutes (1,000 

utterances), T2.4: 2 hours 40 minutes (2,000 

utterances), and T3.5: 3 hours 50 minutes (3,000 

utterances). 

The development and evaluation sets were both 20 

minutes (200 sentences) in duration. Statistical 

information for the T3.5 training set is given in Table 

2. The total number of samples of each tone is shown 

in Table 3. We used a sampling rate of 32,000 Hz 

instead of the rate of 16,000 Hz used in some other 

works, as this does not degrade the quality of syntactic 

speech and is equivalent to using higher sampling rates 

[24]. 

These acoustic features were extracted using the 

WORLD vocoder [14] with a 5 ms frame shift. The 

output acoustic features consisted of four parts: the 

spectral envelope Mel Cepstral Coefficient (MCC), 

Band Aperiodicity (BAP), log F0, and voiced/unvoiced 

(V/UV) flag. 

Table 2. Statistical information of the speech data of a male native 
speaker. 

Description Values 

Number of syllables 46,251 

Number of words 37,761 

Number of phrases 5,151 

Length of utterance (phrase) 1.91 ± 0.78 

Length of phrase (syllable) 11.10 ± 5.00 

Length of word (syllable) 1.21 ± 0.48 

F0 (Hz) 113.25 ± 20.09 

Table 3. Total number of samples of each tone. 

Tone Number of samples 

Mid tone 10,411 

Low tone 7,813 

Mid falling tone 7,165 

High falling tone 8,721 

High tone 5,800 

Rising tone 6,341 

We needed to determine the appropriate number of 

sampled F0 values per syllable, because this number 

could affect the accuracy of the model. With a small 

number of F0 values (e.g., 3 or 5), the detail of the tone 

curve may deviate, especially in the case of long 

syllables. On the other hand, a large number of F0 

values (e.g., 100 or 200) would require fabrication of 

unnecessary and redundant F0 values for short 

syllables. Thus, we set the number of sampled F0 

values per syllable to 40, approximately the average 

number of frames of all syllables in the speech 

database. This number is determined by considering 

the distribution of syllable duration in the speech 

corpus as shown in Figure 3.  

 

Figure 3. Distribution of syllable duration in the speech corpus. 

4.2. Experimental Setup 

4.2.1. Speech Generation 

In SPSS, various spectral parameters in addition to F0 

are required for generating syntactic speech. The 

model presented in this work produces only F0; thus, 

additional models for generating the other speech 

parameters (MCC, BAP, and V/UV) were 

incorporated. In this work, DNN is employed to 

generate these speech parameters. For DNN training, 

the input vectors consisted of 258-dimensional 

linguistic features, containing 250 binary values and 

eight numerical values. We used the coarse-code as 

frame-level feature, similar to the original work [41]. 

Each observation vector consisted of 60 MCCs, log F0, 

four BAPs, their delta and delta-delta features, and a 

voiced/unvoiced binary flag. The input features were 

normalized to the range of [0.01, 0.99], and the output 

features were normalized by mean and variance. The 

number of hidden layers was varied from 2 to 8 and the 

number of hidden nodes was varied in set of [128, 256, 

512, 1024, 2048]. The DNNs was trained using Adam 

optimization algorithm with α=0.0001, β1=0.9, 

β2=0.999, =10−8, a batch size of 128, a learning rate of 

10−4. To avoid over-fitting, we applied early stopping 

criteria to stop training when the validation loss has 

stopped decreasing in 20 epochs. 



F0 Modeling for Isarn Speech Synthesis using Deep Neural Networks and ...                                                                           911 

4.2.2. Comparison of Systems 

To evaluate the performance of the proposed F0 model, 

the HMM-based and DNN-based F0 models were 

taken as the baseline. The details of each system can be 

summarized as follows. 

 Baseline HMM: For the training of HMM-based 

speech synthesis, a left-to-right, no-skip hidden 

semi-Markov model with single mixture and a 

diagonal covariance matrix was used to model the 

acoustic features. The spectral part was modeled by 

a Continuous Probability Distribution (CD), and F0 

was modeled by MSD-HMM. The state-level 

decision trees were constructed from the states of 

the context-dependent HMMs by using the 

Minimum Description Length (MDL) criterion [22] 

as the stopping criterion for splitting decision trees. 

 Baseline DNN: DNNs was trained for predicting 

only F0 frame by frame because it has more 

parameters to model the F0 contour than the use of 

DNN to model all speech parameters 

simultaneously. The DNN was trained with the 

same input features that were used for training the 

DNN-based SPSS described in subsection 4.2.1. 

The output features of the DNN consisted of log F0, 

the delta and delta-delta features, and a 

voiced/unvoiced binary flag. The hyper-parameters 

were tuned similar to training the DNN-based SPSS. 

4.2.3. Optimization of DNN Parameters 

To conduct a meaningful comparison between baseline 

systems and the proposed model, we needed to select 

the highest-performing model. In this work, the 

proposed model and baseline model were trained by 

varying the number of hidden nodes and layers. The 

number of hidden layers was varied from two to eight, 

and the number of hidden nodes was varied in the set 

of [128, 256, 512, 1024, 2048]. For the proposed 

model, the input vectors of the DNNs consisted of 250-

dimensional linguistic features, containing 242 binary 

values and eight numerical values. The 40-dimensional 

F0 vector and its dynamic features were taken as the 

output features. In total, the output features consisted 

of 120 numerical values. A tanh activation function 

was used in the hidden layers, followed by linear 

activation at the output layer. For the training 

procedure, the weights of the DNN were initialized 

randomly, then optimized to minimize the mean 

squared error between the output features of the 

training data and predicted values, using the Adam-

based back-propagation algorithm. The parameters for 

the Adam algorithm were set as α=0.00001, β1=0.9, 

β2=0.999, and =10−8. Figure 4 presents the RMSE of 

the proposed DNNs for each training set. The best-

performing DNNs for the T0.4, T1.2, T2.4, and T3.5 

training sets were DNN8×256, DNN6×512, DNN8×256, and 

DNN5×256, respectively. Based on these results, the 

best-performing DNN for each training set had more 

than four hidden layers, and 256 or 512 hidden nodes. 

4.3. Objective Tests 

The best-performing DNNs in terms of objective 

results for each system and each training set are listed 

in Table 4. The RMSE of the baseline DNN and 

proposed DNN were clearly lower than that of the 

baseline HMM, and the baseline DNN gave a lower 

RMSE than baseline HMM. These results were 

contrary to those of a previous study [41], possibly 

because the tone type included in the input feature can 

enhance the performance of the DNN. Comparing the 

baseline DNN and proposed DNN, we found that the 

RMSE of the proposed DNN was slightly lower than 

that of the baseline DNN. 

 
a) RMSE of proposed DNNs using T0.4 training set. 

 
b) RMSE of proposed DNNs using T1.2 training set. 

 
c) RMSE of proposed DNNs using T2.4 training set. 

 
d) RMSE of proposed DNNs using T3.5 training set. 

Figure 4. RMSE of the proposed DNNs trained using the different 

numbers of hidden layers and nodes for T0.4 (a), T1.2 (b), T2.4 (c) 

and T3.5 (d) training sets (#L denotes the number of hidden layers). 
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Figure 5. Comparison of F0 contours generated using baseline-HMM, baseline-DNN, and proposed DNN. 

Table 4. Objective result of the baseline systems and the proposed 

F0 model (DNN#L×#H : #L and #H represent the number of hidden 
layers and nodes, ± denotes standard deviation). 

Training set System RMSE (Hz) CORR  

T0.4 

baseline HMM 10.03 ± 2.92 0.89 ± 0.06 

baseline DNN7×512 8.60 ± 2.70 0.91 ± 0.05 

proposed-DNN8×256 8.49 ± 2.97 0.92 ± 0.05 

T1.2 

baseline HMM 9.46 ± 2.69 0.89 ± 0.06 

baseline DNN5×512 8.03 ± 2.45 0.92 ± 0.04 

proposed-DNN6×512 7.90 ± 2.47 0.93 ± 0.04 

T2.4 

baseline HMM 9.54 ± 2.89 0.90 ± 0.06 

baseline DNN7×512 8.09 ± 2.64 0.93 ± 0.04 

proposed-DNN8×256 7.91 ± 2.69 0.93 ± 0.05 

T3.5 

baseline HMM 9.76 ± 3.09 0.90 ± 0.06 

baseline DNN7×256 8.22 ± 2.82 0.93 ± 0.04 

proposed-DNN5×256 7.90 ± 2.72 0.93 ± 0.04 

4.4. Subjective Tests 

We verified the objective results by conducting 

preference listening tests to compare the perceptual 

quality of synthetic speech generated using the baseline 

HMM, baseline DNN, and proposed DNN. As these 

tests were used to investigate the F0 generation 

performance of the systems, the spectral parameters 

were generated using the same system, whereas the F0 

was generated using different models.  

Twenty sentences were selected from the test set, 

and 20 native listeners participated in this test. In this 

test, the original phone duration was used in order to 

avoid the adverse effects of the duration model. To 

reduce noise caused by fixing the order of choices, 20 

test sentence pairs were selected and the order of two 

samples in each pair was swapped. As a listener can 

become exhausted after listening for a long time, 

potentially affecting their perception performance, 

listeners were asked to play each sample once or twice. 

Three preference tests were conducted for each 

training set, consisting of comparisons between the 

baseline HMM and proposed DNN, between the 

baseline DNN and proposed DNN, and between the 

baseline HMM and baseline DNN. Table 5 shows the 

preference scores for the proposed system compared 

with those of baseline HMM and DNN. A t-test was 

used to show that the differences between the compared 

systems were significant (p < 0.01). As shown in the 

table, the baseline DNN and proposed DNN scored 

higher than the baseline HMM, and the preference 

score of the proposed DNN was higher than that of the 

baseline DNN, indicating that the proposed system 

significantly outperformed both the baseline HMM 

and the baseline DNN. The results of the subjective 

tests were similar to those of the objective tests. 

Table 5. Subjective preference score (%) of each system pairs. N/P 
denotes no preference. 

Training set 

System 

N/P p-value baseline  

HMM 

baseline  

DNN 

proposed 

DNN 

T0.4 

30.56 59.17 - 10.28 0.001 

22.50 - 71.94 5.56 < 10-10 

- 35.00 55.58 9.47 < 10-8 

T1.2 

29.17 63.06 - 7.78 < 10-6 

21.17 - 71.87 6.96 < 10-8 

- 32.87 63.51 3.62 < 10-5 

T2.4 

26.48 66.48 - 7.04 < 10-5 

21.39  70.28 8.33 < 10-8 

- 39.17 52.78 8.06 0.004 

T3.5 

27.22 67.78 - 5.00 < 10-8 

23.61 - 71.94 4.44 < 10-9 

- 33.43 60.72 5.85 < 10-7 

A comparison of the F0 contours generated by three 

systems is shown in Figure 5. The F0 contours are 

generated from the Isarn sentence (“Your child may be 

sick, he should go to see the doctor” in English 

translation). As shown in the figure, the proposed 

system could generate the precise shape of the F0 

contour within a syllable better than baseline systems 

(e.g., from frame 375 to frame 410, and from 450 to 

550). 

5. Conclusions and Future Work 

Here, we presented an F0 model for tonal language 

SPSS, which generates F0 contours at the syllable-

level using a DNN. The proposed model was 

examined on an Isarn SPSS, using both small and 

large training sets, and evaluated using objective and 

subjective tests, to determine the precision of F0 

prediction and perceptual quality, respectively. 

Baseline HMM and DNN systems were compared 

with the proposed model. Both objective and 

subjective test results suggested that the proposed 

model outperformed baseline HMM and DNN 

systems for all training sets. However, this work 

focused only on F0 modeling, whereas the prosody of 

speech involves both the F0 contour and duration. In 

future work, a duration model will be incorporated 

into the current system. 
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