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Abstract: Ensemble models are the most widely used methods for classifying evolving data stream. However, most of the 

existing data stream ensemble classification algorithms do not consider the issue of recurring concepts, which commonly exist 

in real-world applications. Motivated by this challenge, an Ensemble with internal Change Detection (ECD) was proposed to 

enhance performance by exploring the recurring concepts. It is done by maintaining a pool of classifiers, which dynamically 

adds and removes classifiers in response to the change detector. The algorithm adopts a two window change detection model, 

which adopts the Jensen-Shannon divergence to measure the distance of the distributions between old and recent data. When a 

change is detected, the repository of stored historical concepts is checked for reuse. Experimental results on both synthetic and 

real-world data streams demonstrate that the proposed algorithm not only outperforms the state-of-art methods on standard 

evaluation metrics, but also adapts well in different types of concept drift scenarios especially when concept s reappear. 
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1. Introduction 

Data stream mining has been receiving increased 

attention due to its presence in a wide range of 

application, such as sensor networks, financial 

applications, spam filtering systems, traffic control, and 

intrusion detection [11]. A data stream can be viewed 

as a potentially unbounded sequence of instances which 

arrive continuously with time-varying intensity. 

Due to the non-stationary nature of data streams, the 

underlying distribution of the data may evolve over 

time, which is known as concept drift [29, 33]. For 

example, spam filtering systems and recommend 

systems of news both will be affected by concept drift 

because the features of spam usually change over time 

and the interested types of news for a person are 

probably different at different time [34]. Concept drift 

is best understood by customer preferences, which can 

be influenced by fashion trends or seasonal inclinations. 

Such changes lead to a drastic drop in classification 

accuracy. The greatest challenge in learning classifiers 

from data streams is reacting to concept drifts. A 

reasonable classifier should have the capability to 

recognize and respond to such changes quickly and 

accordingly. 

Concept drift has been recently studied extensively 

[8, 13, 31]. Techniques developed to handle concept 

drift can be broken down into three main categories: 

instance selection, instance weighting and ensemble 

methods [29]. One of the most common approaches is 

based on instance selection and uses sliding window 

that moves over the recent instances, adds new 

instances while forgetting the oldest [3, 10]. Another  

way to track concept drift could be some kind of 

weighting instances. Instances can be weighted 

according to their age, and their competence with 

regard to the current concept [6, 18, 25]. Due to their 

modularity, ensemble methods also provide a natural 

way of adapting to change by modifying ensemble 

members. Ensemble classifiers consist of a set of 

concept descriptions from which only those chosen to 

be relevant to current concept are used in voting for 

the final decision of class label [5, 15, 19, 27, 30]. 

Concept drift can be categorized depending on their 

speed, into gradual and sudden drifts [13]. Sudden 

concept drift is characterized by large amounts of 

change between the underlying class distribution and 

the incoming instances in a relatively short amount of 

time. Gradual concept drift can require a very large 

amount of time to see a significant change in 

differences between the underlying class distribution 

and the incoming instances.  

It is common in real-world data streams for 

previously-seen concepts may reappear in the future. 

For example, weather prediction models change 

according to the seasons, and a popular topic may 

appear in a social network at a particular time of the 

year (i.e., festivals or elections) [32]. This 

demonstrates a unique kind of drift, known as 

recurring concepts [32]. Although a lot of work has 

been done focusing on the concept drift problem, the 

recurring concept issue is largely unexplored. In fact, 

no matter what type of change occurs, the model 

should be able to track and adapt to changes 

accordingly. 
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If a concept reappears, the previously-learned 

classifiers should be reused, thus improving the 

performance of the learning algorithm. Since ensembles 

contain models built from different parts of the data 

stream, such models can be reused to classify new 

instances if they are drawn from a reoccurring concept. 

Therefore, a novel ensemble paradigm equipped with 

change detection mechanism is devised to cope with 

recurring concepts for data streams. The main 

contributions can be summarized as follows. 

1. To address concept drift problem, the Jensen-

Shannon divergence has been selected as a metric to 

measure the distribution between two consecutive 

windows which represent the older and the more 

recent instances respectively. 

2. To solve recurring concept issue, an ensemble-based 

approach is introduced, which maintains a pool of 

classifiers (each classifier represents one of the 

existing concepts) and predicts the class of incoming 

instances using a weighted voting rule. Once a 

change occurs, a new classifier is learned and then 

identifying a new concept and added to the pool.  

3. The performance of the proposed algorithm was 

evaluated on a variety of datasets, and a 

comprehensive comparison study of was presented. 

The results demonstrated that our method achieves 

better performance in terms of time consumption and 

classification accuracy than the state-of-the-art 

methods, especially when concepts reappear. 

The remainder of this paper is organized as follows. 

Section 2 retrospects the related work. In section 3, the 

basic intuition behind our approach is discussed in 

detail. The algorithm is later analyzed and 

experimentally evaluated on real and synthetic datasets 

in section 4. Finally, some conclusions are drawn and 

future researches are discussed in section 5. 

2. Related Work 

2.1. Problem Statement 

Suppose a supervised learning problem, where the 

learning algorithm observe sequences of pairs (xi, yi ), 

where xi is a vector of attribute values (nominal or 

numeric) and yi is the class label for the ith instance in 

the stream. At each timestamp i, the learning algorithm 

outputs a class prediction 
ˆ

iy  for the given feature 

vector xi . A data stream S is a sequence instances <s1, 

s2, · · · >, where each instance si is generated by some 

distribution Pi and each si is independent of the items 

that came before it. We say that a change drift has 

occurred if Pi ≠ Pi+1, where Pi denotes the joint 

distribution at timestamp i between the set of input 

attributes and the class label. A recurring concept 

change occurs when the instances from a period k are 

generated from the same distribution as a previously 

observed period Pk = Pk − j.  

As Gao et al. [14] have noted, the joint probability, 

which represents the data distribution P(x, y) = 

P(y|x)·P(x), can evolve over time in three different 

ways:  

1. Changes in P(x) known as virtual concept drift.  

2. Changes in the conditional probability P(y|x). 

3. Changes in both P(x) and P(y|x) [13]. 

The change in the feature or input space P(x) is called 

virtual concept drift and it may occur when the 

training instances are skewed. The change in the 

conditional distribution P(y|x) is generally referred to 

as a real concept drift [13]. 

 Definition 1. Change detection is the process of 

segmenting a data stream into different segments 

by identifying the points where the stream 

dynamics changes [8]. 

To store datasets for comparison one can use a sliding 

window approach, i.e. one window refers to a 

contiguous segment of the data stream containing a 

specified number of data, another window that 

contains a small part of the entire dataset. The window 

model is chose for change detection in this study. The 

most common detecting strategy is based on 

monitoring the distance function between two 

distributions [29]. Kullback-Leibler divergence is the 

most popular distribution metric.  

 Definition 2. Kullback and Leibler [20] divergence 

was introduced in, which measures the distance 

between the distributions of random variables, also 

called the relative entropy, is a robust metric for 

distance between two distributions. For two 

discrete distributions P and Q, there are two 

probability functions p(x) and q(x), Kullback-

Leibler divergence is defined as 

( )
( || )= ( ) log

( )x

p x
KL P Q p x

q x


 

Where x is the space of events. This measure is always 

nonnegative and is zero if and only if the distributions 

are identical. However, it is not symmetric and does 

not satisfy the triangle inequality.  

To overcome this defect, Jensen-Shannon 

divergence [21] is adopted as the measure defined as 

Equation (2), which is a symmetric and bounded 

variant of the Kullback-Leibler divergence. 

2 ( ) 2 ( )
( || )= ( ( ) log ( ) log )

( ) ( ) ( ) ( )x

p x q x
JS P Q p x q x

p x q x p x q x


 


 

When the underlying distribution changes from P to Q, 

the probability of observing certain subsequences 

under P is expected to be significantly higher than that 

under Q. Significance means that the ratio of the two 

probabilities is not smaller than a threshold. If the two 

distributions are identical, the value of JS is zero. The 

possibility of detecting recurring drifts allows reusing. 

 (1) 

 (2) 
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2.2. Classifiers for Dealing with Recurring 

Concepts 

Most of ensemble approaches to deal with concept drift 

is to use some forgetting mechanism and train a new 

model [5, 15, 19, 27, 30]. In scenarios with recurrence, 

this implies to relearn a previously observed concept. 

Different classification algorithms or systems have 

been proposed, usually storing information about the 

concepts and, if necessary, reusing them.  
Recurring concept drifts has been introduced by 

Widmer [32]. FLORA3 system [32] stores old concepts 

and reuses them when necessary. However, it is 

suitable for datasets with discrete attributes. Nishida 

and Yamauchi [23] introduced an online learning 

system called Adaptive Classifiers Ensemble (ACE), 

which generates ensemble of classifiers on sequential 

chunks of training instances. This property allows the 

algorithm to accurately react to recurring concepts by 

reusing previously trained classifiers. Similarly, an 

algorithm named Ensemble Building (EB) was 

introduced by Ramamurthy and Bhatnagar [24]. EB 

builds a global set of decision trees from sequential 

data chunks and a subset of them is used in the 

ensemble. Each classifier weight is based on its 

accuracy on the last data chunk.  

Recurring Concept Drifts (RCD) is a framework that 

employs a multivariate non-parametric statistical test to 

determine whether both contexts are from the same 

distribution [16]. Abad et al. [1] proposed a system 

called MM-PRec, which integrates a meta-model 

mechanism and a fuzzy similarity function. In [26], a 

novel online approach named Extended Dynamic 

Weighted Majority with diversity (EDWM) was 

presented to deal with different types of drifts from 

slow gradual to abrupt drifts. Recently, a novel 

paradigm based on classifier graph for capturing and 

exploiting recurring concepts was proposed by Sun et 

al. [28].  

3. Proposed Method 

In this section, a novel concept drift detection will be 

presented first, and then an ensemble with internal drift 

detection is demonstrated in detail. 

3.1. Window-based Concept Drift Detection 

Most of the previous change detections [2, 3, 12, 17, 22] 

focus on detecting change in the error-rate of the 

classifiers, without considering changes in the 

distribution of data. In this section, the two-window 

paradigm is exploited, and it is also the most 

extensively used method by comparing the data 

distribution between two consecutive windows.  

... ...

tData stream

W1 W2

d（W1, W1)

 
Figure 1. The two window change detection paradigm. 

Let W1 and W2 denote reference window and 

current window respectively, and both the size of 

windows is n. As shown in Figure 1, the problem of 

change detection in data streams is to decide the null 

hypothesis H0 against alternative hypothesis H1 as 

below 
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Where d(W1, W2) is a distance function which 

measures the dissimilarity of two windows and   is a 

distance-based threshold used to decide whether a 

change occurs. A change occurs if the dissimilarity 

measure between two windows exceeds a threshold.  

It can detect three kinds of concept drift: virtual 

concept drift, real concept drift and recurring concept 

drifts. For virtual concept drift, the formula of Jensen-

Shannon divergence, named JSfc, can be expressed as 

1

2

1 2

2

2

1 2

1 2

ˆ2 ( )
ˆ( || )= ( ( ) log

ˆ ˆ( ) ( )

ˆ ( )
ˆ ( ) log )

ˆ ˆ( ) ( )

W

fc W

x W W

W

W

W W

p x
JS W W p x

p x p x

p x
p x

p x p x

 





 

For real concept drift, the Equation of Jensen-Shannon 

divergence, named JScc, can be expressed as 
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A concept drift is detected when the measure exceeds 

a threshold and a recurring concept is recognized 

when the measure results in a value of zero. The space 

partitioning scheme called the kdq tree [7] is used to 

construct multi-dimensional data stream, which 

approximate the underlying distribution. Meanwhile, 

Hoeffding Bound was adopted to get threshold.  

 Theorem 1 (Hoeffding Bound) The Hoeffding 

bound [9] is stated as follows: with probability 1-δ, 

the estimated mean after n independent 

observations of range R will not differ from the true 

mean by more than ε, where  

2 ln(1 / )

2

R

n


 

 

δ∈(0, 1) is a user defined confidence parameter. 

The input of the change detection consists of a data 

stream S and window size n. The output is an alarm if 

a change occurs or a recurring concept is recognized. 

At the initial stage, the reference is initialized with the 

first batch of data stream. The current window moves 

 (3) 

 (4) 

 (5) 

 (6) 
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on the data stream and captures the next batch of data 

stream. When a change is detected, the change detector 

makes an alarm. If a change does not occur, the basic 

window W2 slides step by step until the change detected. 

The pseudo-code of the concept drift detection is 

presented in Algorithm 1. 

Algorithm 1. The pseudo-code of the window-based change 

detection 

Parameters: window size n 

Input: Stream S 

Output: change alarm 

01:Initialization t=0; 

02:  Set reference window W1={xt+1, …, xt+n}; 

03:  Set current  window W2={xt+n+1, …, xt+2n}; 

04:  while not the end of S do 

05:    if  d(W1, W2)>   then 

06:      t ← current time; 

07:      Report a change alarm at time t; 

08:      Clear all the windows and goto 02; 

09:     else if d(W1, W2)==0 then 

10:            alarm a recurring concept; 

11:          else slide W2 by 1 point; 

12:        end if; 

13:      end if 

14:    end while 

15:end. 

3.2. Efficient Ensemble for Dealing with 

Recurring Concepts 

We first give the general framework depicted in Figure 

2, and then describe the particular model and its 

analysis. In this paper, stored models are combined in a 

dynamic weighted ensemble to deal with recurring 

concepts. Furthermore, a change detector to monitor the 

distribution between two consecutive windows which 

represents the older and the more recent instances 

respectively. Once a change occurs, a new classifier is 

learned and then identifying a new concept and added 

to the pool. 

Figure 2. The framework of our method. 

Let S be a data stream, E represents the ensemble. 

For each incoming instance xi, each ensemble member 

CiE is weighted according to the expected prediction 

error on the most recent data according to Equation (7).  
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Where MSEi estimates the prediction error of classifier 

Ci on the instances of the most recent window W2, 

while MSEr is the mean square error of a randomly 

predicting classifier and is used as a reference point to 

the current class distribution. Function ( )
i

i

y if x  denotes 

the probability given by classifier Ci that xi is an 

instance of class yi. The pseudo-code of algorithm 

which deals with the recurring concepts is presented in 

Algorithm 2. 

Algorithm 2. The pseudo-code of ECD 

Input: Stream S; pool size k; 

Output: E: a pool of classifiers; 

01: E←; 

02:  for each instances xt ∈ S do 

03：  W ←W{xt}; 

04：  if change detected==true then 

05:      if the concept is known then 

07:         reuse the classifier in E; 

08:      else create a new classifier C'; 

09：          if |E|<k then E←E∪C'; 

10:              else prune the most infrequent classifier; 

11:             end if; 

12:         end if; 

13:      end if; 

14：   t++; 

15:   end for; 

16: end. 

Instead of using the fixed threshold, Hoeffding Bound 

is employed to estimate a suitable threshold 

dynamically. In order to keep the number of classifier 

in a reasonable range, a forgetting strategy was 

designed to discard the most infrequent used classifier. 

Hoeffding Tree is selected as the base classifier, but 

one could choose any online learning algorithm.  

4. Experimental Evaluation 

The experiments are implemented in Java with help of 

Massive Online Analysis (MOA) [4]. The experiments 

were conducted on 3.0 GHz Pentium PC machines 

with 16 GB of memory, running Microsoft Windows 

10. 

4.1. Datasets 

In our experiments, we adopt three synthetic and three 

real-world datasets. These datasets are summarized in 

Table1. 

Table 1. Characteristics of the datasets. 

Dataset Instances Attributes Classes Noise 

RBF 1M 10 2 0% 

HyperPlane 1M 10 2 5% 

SEA 1M 3 4 10% 

Elist 1, 500 913 2 - 

Spam 9, 324 850 2 - 

Sensor 2, 219, 803 5 54 - 

Ensemble
Data Streams

Input
Output

C1 C2 CK
...

W1 W2 WK

Change alarmChange 
Detection

Build new 
Classifier

Replace the weakest

 (7) 
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In our experiments, the synthetic datasets containing 

three types of drift: gradual, sudden and recurring 

concept drift. 

Radial Basis Function (RBF) generator creates a user 

specified number of centroids and assigns each 

incoming instance to one centroid with the probability 

given by that center’s weight. This generator was used 

to produce a stream contains 1, 000, 000 instances with 

no drift. 

HyperPlane is a two-class dataset that models a 

rotating hyperplane in a d-dimensional space. It is 

represented by the set of points x that satisfy 

01

d

i ii
w x w


  , where xi is the ith coordinate of x. 

Instances for which 
01

d

i ii
w x w


  are labeled positive, 

and instances for which 
01

d

i ii
w x w


  are labeled 

negative. This generator was used to create a dataset 

contains 1, 000, 000 instances with gradual drifts by the 

modification weight wi changing by 0.001 with each 

instance, and added 5% noise to streams.  

SEA dataset consists of three attributes, where only 

two are a relevant attributes. The points of the dataset 

are divided into four blocks with different concepts. In 

each block, the classification is done using f1+f2 ≤ Ɵ, 

where f1 and f2 represent the first two attributes and Ɵ is 

a threshold value. The most frequent values are 9, 8, 7 

and 9.5 for the data blocks. It contains 1, 000, 000 

instances with sudden drifts reappearing every 250, 000 

instances, and 10% of noise.  

When under the real-world situations, it is not 

possible to know exactly which type of drift is present, 

or even if there really is a drift. Hence, it can better 

verify the performance of the algorithm. We simulated 

all the datasets into streams by MOA generators. 

Emailing list (Elist) contains a stream of emails on 

various topics which are shown to the user one after 

another and are marked as interesting or junk. It is 

composed of 1, 500 instances with 913 attributes and is 

divided into 5 periods every 300 instances. It represents 

the problem of sudden concept drift and recurring 

concept. It can be obtained at http://mlkd.csd.auth.gr/ 

concept_drift.html. 

Spam dataset is a real-world text data stream that 

represents a gradual concept drift. It consists of 9, 324 

instances with 850 attributes. There are two classes that 

represent the two types of messages: legitimate and 

spam messages. Spam messages constitute around 20% 

of the dataset. It can be obtained at 

http://mlkd.csd.auth.gr/ concept_drift.html. 

Sensor dataset contains data collected from 54 

sensors in the Intel Berkeley Research Laboratory over 

a period of 2 months. It consists of 2, 219, 803 

instances and 5 attributes, which contain the 

temperature, humidity, light, voltage of the sensor and 

the sensor ID. The sensor ID is the class label, it 

contains 54 classes. As the attributes such as brightness 

and temperature will change over time during a day, 

concept drift may occur. It can be obtained at 

http://www.cse.fau.edu/~xqzhu/ stream.html. 

4.2. Results and Discussion 

The proposed algorithm was evaluated against the 

following methods: Adaptive Random Forest (ARF), 

Recurring Concept Drifts (RCD) and Hoeffding Tree 

(HT). To the best of our knowledge, ARF is the state-

of-the-art algorithm on these data streams, so we will 

compare it against our algorithm. RCD was chosen as 

it is the classifier which tried to improve upon. 

Hoeffding Tree was chosen as representatives of 

single classifiers. HT and ARF are available 

implementation in the MOA framework. RCD is 

available at http://sites.google.com/ 

site/moaextensions/ as MOA extensions. All 

algorithms chose the default MOA parameters. 

To evaluate the effectiveness of the methods, we 

adopted the prequential evaluation method [4]. All the 

tested ensembles used k=15 component classifiers. 

Hoeffding Tree with default MOA parameters was 

chosen as base learner in all tested methods.  

4.2.1. Parameter Sensitiveness 

The experiment is designed to analyze the influence of 

window size. The size of window n was varied from 

500 to 2000 to see how it affects the performance of 

the algorithms. Table 2 presents the accuracy of ECD 

on different datasets while using different window size. 

Figure 3 presents the accuracy of the comparison 

algorithms on SEA while using different window sizes. 

Table 2. Accuracy using different window sizes. 

 
window size 

500 1000 1500 2000 

RBF 81.16 81.36 80.95 82.01 

HyperPlane 71.69 72.23 71.61 71.25 

SEA 76.68 78.69 78.02 77.01 

Elist 72.23 72.59 72.15 72.03 

Spam 93.16 93.26 93.08 93.03 

Sensor 80.29 84.78 89.01 88.21 
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Figure 3. Accuracy using different window sizes. 

The shape of curves that demonstrate the 

relationship between the size of the time window and 

the accuracy of the classification is shown in Figure 3. 

We observe that a too small window size will not 

provide enough amounts of data for a new classifier to 

http://sites.google.com/
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be accurate, whereas a too large window size may 

contain more than one concept, failing to adapt to 

current concept drifts quickly. ECD is not quite 

sensitive to the size of window. As there is no strong 

dependency upon the window size in terms of accuracy, 

but time consume is proportional, so we chose w=1000 

as the value in the comparison experiments.  

4.2.2. Comparative Performance Study 

This part demonstrated the experimental results 

regarding the effectiveness and efficiency of our 

proposed method. The performance can be evaluated in 

terms of classification accuracy and time consumption.  

Table 3. Comparison of Classification Accuracy (%). 

 RCD ARF HT ECD 

RBF 72.27 (4 ) 84.53 (1 ) 82.79 (2) 81.36 (3 ) 

HyperPlane 67.21 (3) 78.57 (1) 63.47 (4) 72.23 (2) 

SEA 73.24 (2) 68.84 (3) 60.63 (4) 81.69 (1) 

Elist 65.36 (2) 61.37 (4) 61.45 (3) 72.59 (1) 

Spam 89.23 (3) 89.73 (2) 75.36 (4) 93.26 (1) 

Sensor 84.32 (3) 87.79 (1) 80.12 (4) 86.28 (2) 

Average Rank 2.83 2.00 3.50 1.67 

Table 4. Comparison of Time Consumption (Cpu Seconds). 

 RCD ARF HT ECD 

RBF 8.38 (1) 80.23 (4) 11.42 (3) 10.21 (2) 

HyperPlane 14.40 (2) 103.23 (4) 13.47 (1) 15.35 (3) 

SEA 4.56 (2) 14.03 (4) 6.41 (3) 3.87 (1) 

Elist 1.36 (3) 4.37 (4) 0.98 (1) 1.24 (2) 

Spam 17.36 (4) 11.80 (3) 4.36 (1) 7.02 (2) 

Sensor 57.28 (4) 40.67 (2) 38.25 (1) 45.28 (3) 

Average Rank 2.67 3.50 1.67 2.17 

1. In terms of accuracy, ECD obtains the overall best 

performance on most of the datasets. On the dataset 

with no drift (RBF), ECD, ARF and RCD performed 

almost identically, with HT being slightly less 

accurate. For the dataset with gradual concept drift 

(HyperPlane), ARF is the best, followed by ECD. 

However, ECD seems to be the most accurate in the 

case of sudden changes (SEA). On Elist, ECD is the 

most accurate followed by RCD. On Spam, our 

method clearly outperformed all the other algorithms. 

On Sensor, ARF and ECD are obviously superior to 

HT and RCD. 

HT performed worse than the ensemble methods. It 

might be attributed to the fact that ensemble classifiers 

adopt a combination of models to obtain better 

predictive performance than the single model. 

Moreover, HT lacks of a detection mechanism and 

therefore adapts ineffectively to drift. Also, notice that 

RCD and ARF did not perform as well as our method 

due to the fact that they had to wait to accumulate 

instances into a batch before learning. It can be seen 

from Table 3 that RCD seems to improve classification 

accuracy only on certain datasets. These results clearly 

demonstrate that ECD consistently boosts the accuracy 

on both synthetic and real-world scenarios. This is 

partly because the management of the recurrent change 

detection mechanism is capable of reusing previous 

concepts and gains the better performance in different 

situations, particularly under recurring concept drift 

environments.  

2. As shown in Table 4, single classifier likes HT 

requires the least time, following by our algorithm, 

and ARF is the longest time-consuming. An 

interesting finding is that although HT consumes 

less time, but achieves the least classification 

accuracy rate. It is demonstrated that the time usage 

of the distribution change detection strategy. The 

ECD is activated very quickly if the concepts that 

they represent reappear. It is partly because that our 

system does not relearn if a historic concept 

reappears. RCD manages to recover faster in all 

cases exploiting and updating older models. On the 

datasets with recurrent concept drift (SEA, Elist), 

RCD and ECD are able to track of changes much 

more efficiently and quickly adapt their model to 

novel characteristics of incoming data. Additionally, 

RCD requires labels to detect changes, so detect a 

drift may cause a delay, or even be impossible to 

use when we have a limited access to true class 

labels. ECD does not require any true class labels, 

only according to the distribution of incoming data. 

So, it consumes less time.  

When analyzing the detailed results of the SEA with 

recurring sudden concept drifts. Analyzing the values 

in Figure 4, all the curves suffer significant decrease 

when the concept drifts occur. Unfortunately, HT does 

not perform very well in the presence of changes, 

possibly due to the fact that HT always learns a 

concept from scratch upon trigger detection no matter 

whether this concept is recurrent. ECD is able to track 

these changes immediately, and reused the classifiers 

in real-time. These results confirm that ECD is 

obviously superior to ARF and RCD in this recurring 

sudden change environment. Block-based approach 

(ARF and RCD) did not performing as well as ECD 

the fact that they are designed to cope with gradual 

concept drifts.  
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Figure 4. Accuracy on the SEA. 

Real-world stream environment can be better 

verifying the capability of deal with different kinds of 

drift (sudden, gradual, real, and virtue). Figure 5 

depicts the accuracy curves on Elist. HT and ARF 
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perform similarly. Notice the sudden drops of all 

methods at drift time points (after 300, 600, 900 and 1, 

200 instances), except our method. HT shows a sudden 

drop in accuracy when changes occur. ARF does not 

incorporate a drift detection mechanism to cope with 

recurrent concept drift. ECD and RCD manage to 

recover faster in all cases exploiting and updating older 

models. The curve of the ECD was relatively stable, 

subjecting to data concept drift minimal impact on real 

data, which showed that the algorithm had better 

adaptability for real-world environment. The results 

clearly demonstrate that the realization of the recurring 

concept of repeated reuse, improves the performance of 

the classifier when the occurrence of a drift.  
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Figure 5. Accuracy on the Elist. 

To sum up, ECD performs better than the other 

methods from the following viewpoints: 

1. ECD is able to construct a satisfactory model for 

handling different kinds of concept drifts (sudden, 

gradual, real, and virtue) and has been specifically 

built to cope with recurring concepts. 

2. Compared to other ensembles, ECD can achieve 

better predicting accuracy and significantly reduced 

the time consumption, especially when concept 

recurring.  

5. Conclusion and Future Work 

In this study, we focus on the issue of recurring concept 

drifts, a special subtype of concept drifts, which has not 

yet drawn enough attention from the research 

community. In this paper, we introduce an efficient 

ensemble equipped with internal change detector, 

which can reuse previously-trained classifiers, to 

handle recurring concepts. It works by storing past 

concepts as classifiers and instances used to construct 

the classifiers attempt to find one that is fit for the 

current situation. Meanwhile, a two-window change 

detection paradigm chooses the Jensen-Shannon 

divergence as a measure to compare the distributions 

between old and recent data, whose distribution under 

the null hypothesis of coming from the same 

distribution is approximated. Once a concept drift is 

detected, a learnt model is stored. Therefore, it can be 

reused in the situations of recurrence. The experimental 

results demonstrate that our method is both stable 

enough on the datasets with gradual concept drifts and 

flexible enough to adapt to sudden concept drifts and 

recognize recurring concept.  
Despite the growing number of efforts, there still 

remains much work to be done in data streams that 

exhibit recurring concept. In our future work, we plan 

to devise an effective procedure which will eliminate 

redundant classifiers without decreasing the ability to 

deal with recurring concepts. 
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