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Abstract: Noise Reduction is one of the most important steps in very broad domain of image processing applications such as 

face identification, motion tracking, visual pattern recognition and etc. Texture images are covered a huge number of images 

where are collected as database in these applications. In this paper an approach is proposed for noise reduction in texture 

images which is based on real word spelling correction theory in natural language processing. The proposed approach is 

included two main steps. In the first step, most similar pixels to noisy desired pixel in terms of textural features are generated 

using local binary pattern. Next, best one of the candidates is selected based on two-gram algorithm. The quality of the 

proposed approach is compared with some of state of the art noise reduction filters in the result part. High accuracy, Low 

blurring effect, and low computational complexity are some advantages of the proposed approach. 
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1. Introduction 

Noise reduction is one of the challengeable research 

problems of Image processing. This problem appears 

to be very simple however that is not so when 

considered under practical situations, where the type of 

noise, amount of noise and the type of images all are 

variable parameters, and the single algorithm or 

approach can never be sufficient to achieve satisfactory 

results. In this respect, many approaches are pure 

applied on spatial domain, where non-linear filters are 

invented to reduce noise such as Min-Max Median 

filter [25], center weighted median filter [27], tri-state 

median filter [5], decision based filter [26] and etc. 

Some researchers tried to propose noise reduction 

algorithms which are applied in frequency domain [18] 

or combination of spatial and frequency [15]. A 

comparative study on noise types and noise reduction 

approaches is proposed in [9]. Noise reduction can be 

used in many applications as a preprocess step such as 

medical image processing [24] or visual inspection 

systems. 

Texture is a repeating pattern of local variation in 

image intensities. Texture is a variation of data at 

scales smaller than the scales of interest [21]. Texture 

images are covered a huge number of images where 

are collected as database in very image processing 

applications. In Figure 1, an image is shown which 

consisting five different texture regions. Noise 

reduction approaches may be used for texture images 

as like as non-textures, but the results are not good 

enough, especially when the background knowledge of  

textural information is considered. The number of 

approaches, which has been proposed to reduce noises 

especially on textures are not much yet.  

The main aim of this paper is to propose an efficient 

approach for noise reduction in texture images. The 

proposed approach is based on Real Word Spelling 

correction algorithms (RWSP), which are used in 

natural language processing problems. 

 

Figure 1. An Example of texture image. 

Real-word spelling errors are words in a text that 

occur when a user mistakenly types a correctly spelled 

word when another was intended [11]. Errors may be 

caused by the writer’s ignorance of the correct spelling 

of the intended word or by typing mistakes. Such 

errors generally go unnoticed by most spellcheckers as 

they deal with words in isolation, accepting them as 

correct if they are found in the dictionary, and flagging 

them as errors if they are not. 

For example, suppose a desired sentence, “the 

Barcelona football team may wind the game today”.  
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The word “wind” is a real word in dictionary 

meaning "single turn", but it's meaning isn't correct in 

this sentence based on whole sentence meaning. It 

seems the word “win” should be replaced by “wind”.  

Since now many approaches are proposed to solve 

RWSC problem accurately. Instead of their difference 

and diversity, common point of these approaches is 

using neighbor words meaning and its relation with 

desired miss spelling word.  

The definition of Real Word Spelling Correction 

(RWSC) problem may be similar to texture noise 

reduction, when the texture image is considered as 

sentence and noisy pixel as miss-spelled word. The 

proposed approach includes two steps. First one is 

generating a candidate list of pixels, which are similar 

to noisy pixel based on local binary pattern features. 

The second step is choosing best one using bigram 

language modeling technique. 

In the result part, the proposed approach is 

compared by some of state-of-the-art noise reduction 

filters in terms of Peak Signals to Noise Ratio (PSNR). 

The results are shown that the proposed approach 

provides more accuracy than others in texture images. 

The proposed approach is a general one for each type 

of noise but the results are shown its quality especially 

for impulse noises. 

This paper is organized as follows: section 2 is 

related to the RWSC motivations and algorithms. In 

section 3 the proposed noise reduction approach is 

included which consists sub section about local binary 

patterns In section 4, the iterative version of proposed 

approach is described. Finally, experimental results 

and conclusion are included.  

2. Real Word Spelling Correction 

Practically, spelling errors in type written text vary 

between 1% and 3% [13], where 80% of them are 

usually caused by trivial editing operations such as 

insertion, deletion, substitution, and transposition [7]. 

Spelling error words can be categorized in two 

groups, non-words and real-words.  

Words that can’t be found in dictionary are known 

as non-words. Some typing spelling errors may be 

occurred which are meaningful words. These errors are 

knows as real-words. Most of the RWSC algorithms 

are context-sensitive which means error correction is 

applied based on their context in the sentence. Several 

linguistic models and algorithms were proposed and 

experimented to solve this problem. The most 

prominent ones are Noisy Channel model, n-gram 

model, edit distance algorithm, and the context-

sensitive error correction.  

Most of them follows a twice steps as follows: 

a) Candidate generating. 

b) Choose the best. 
 

a) Candidate generating. The aim of this step is to 

collect a candidate list of words from dictionary 

with minimum edit distance to miss-spelling word. 

The Minimum Edit Distance algorithm was first 

conceived by Wagner and Fischer [29]. It is defined 

as the minimum number of edit operations needed 

to transform a string x into a string y. These 

operations are insertion, deletion, and substitution. 

In spelling correction, the purpose of the Minimum 

Edit Distance algorithm is to reduce the number of 

candidate spellings by eliminating the candidates 

with maximum edit distance as they are considered 

to share fewer characters with the spelling error than 

other candidates. For example, some real words 

with 1-edit distance to "wind" are "mind", "win". 2-

edit distance candidates may be "mink", "wild", and 

etc. There exist different edit distance algorithms: 

Levenshtein [14], Hamming [10] Longest Common 

Subsequence [1] and etc. 

b) Choose the best. In order to correct the miss-spelled 

word, the best candidate word which is collected in 

previous step should be chosen. N-Gram models are 

used as a popular approach to done it accurately [3]. 

In short, an n-gram is simply a collocation of words 

that is n words long. For instance, "the dog" is a 2-

gram sequence, "the dog smells" is a 3-gram 

sequence. The n-gram model calculates the 

conditional probability P(w|s) of a word, w given 

the previous sequence of words s, that is, predicting 

the next word based on the preceding n-1 words. 

For example, the conditional probability of 

P(dog|the) consists of calculating the probability of 

the whole sequence "the dog" in the context. Put 

differently, for the word "the", the probability that 

the next word is "dog" is to be computed. 

Since it is too complicated to calculate the probability 

of a word given all previous sequence of words, the 2-

gram model is rather used most of the time. It is 

denoted by P(wn|wn-1) denoting the probability of a 

word wn given the previous word wn-1. 

1 1 1
( ) ( ) ( )

n n n n n
P W |W Count W ,W / Count W

  
  

Where, count (wn-1,wn) shows the occurrence frequency 

of sequence "wn-1wn" in corpus. Count (wn-1) means the 

occurrence frequency of word wn-1. For a sequence of 

n-grams, the probability is calculated as follows, 

Where Sn shows the sequence which includes n-grams. 

1 1
( ) ( )n

kn k k
P S P W |W 

  

Some algorithms had proposed to improve the n-gram 

model from different perspectives such as smoothing 

techniques [6], the weighted n-gram model [12], and 

the variable length n-gram model [17]. In order to 

choose the best candidate, 2-gram algorithm can be 

used. In this respect, suppose, Wi as miss spelled word 

that occurs in a context collocated some previous (Wi-1) 

and next words (Wi+1).  

(1) 

(2) 
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Candidate list which contains similar words are 

generated using previous step. The best one of the 

candidates can be chosen as follows: 

1 1
( ) ( ) ( )

j j i i j
P C P C |W P W |C

 
   

Where, Cj means the jth candidate. P(Cj|Wi-1) and 

P(Wi+1|Cj) are 2-gram probabilities which are 

computed using a big corpus of real documents. 

Finally, the candidate with maximum probability 

Equation (3) is chosen as best.  

In many cases, the error word which is typed may 

be a real one that is existed in dictionary (real words).  

This problem is known as RWSC. In order to do 

RWSC accurately, test word should be included in 

candidate list and the same algorithm is applied. The 

schematic design of RWSC process is shown in Figure 

2. 

 

Figure 2. The schematic design of RWSC algorithm. 

3. Proposed Noise Reduction Approach 

The definition of RWSC problem may be very similar 

to texture image noise reduction problem, when the 

texture image is considered as sentence and noisy pixel 

as desired miss spelled word. In this respect, an 

approach is proposed in this section which consist two 

steps. The first one is generating a candidate list of 

pixels in test image, which are similar to noisy pixel 

based on local binary pattern features. The second step 

is choosing best one of them, using bigram language 

modeling technique.  

The noise reduction must be done by repeating the 

algorithm for all of the pixels individually.  

3.1. Local Binary Patterns 

The Local Binary Pattern (LBPs) is a non-parametric 

operator which describes the local spatial structure and 

local contrast of an image. Ojala et al. [19] first 

introduced this operator and showed its high 

discriminative power for texture classification. At a 

given pixel position (Xc, Yc), LBP is defined as an 

ordered set of binary comparisons of pixel intensities 

between the center pixel and its surrounding pixels. 

Usually to achieve the rotation invariant, 

neighborhoods would be assumed circular. So, points 

which the coordination's are not exactly located at the 

center would be found by interpolation. Some circular 

neighborhoods by radius (R) and (P) neighborhoods 

pixels are shown in Figure 3. 

 
             a) P=8, R=1                       b) P=12, R=1.5                    c) P=16, R=2 

Figure 3. Some examples of circular neighborhoods. 

Now, the LBPs are defined at a neighborhood of 

image by Equation (4). 

1

0

( )2
P

n

P,R n c
n

LBP S g g




   

Where, “gc” corresponds to the grey value of the 

centered pixel and "gn" to the grey values of the 

neighborhood pixels. Also, P is the number of 

neighborhoods of center pixel, and function s(x) is 

defined as: 

1 0

00
( ) if x

if xS x 

  

According to [19], The LBPP,R operator produces (2P) 

different output values, corresponding to the 2P 

different binary patterns that can be formed by the P 

pixels in the neighbor set. The author’s practical 

experience in [22], showed high complexity of basic 

LBP. To solve this, Ojala et al. [20] defined an 

uniformity measure “U”, which corresponds to the 

number of spatial transitions (bitwise 0/1 changes) in 

the “pattern”. It is shown in Equation (6). For example, 

patterns 00000000 have U value of 0, while 00011101 

have U value of 3. 

1 0

1

1
1

( ) ( ) ( )

( ) ( )

P,R p c c

P

i c i c
i

U LBP S g g S g g

S g g S g g








   

   
 

In this version of LBP, the patterns which have 

uniformity amount less than UT are categorized as 

uniform patterns and the patterns with uniformity 

amount more than UT are categorized as non-uniform 

patterns. Finally, the LBP is computed as follows: 

1

0
1

=

P
S( g g ) if U ( LBP ) Ui c P,R T

riuT i
P,R P Otherwise

LBP


 









 

Superscript "riuT" reflects the use of rotation invariant 

"uniform" patterns that have U value of at most UT. 

According to Equation (7), applying LBP will assign a 

label from 0 to P to uniform patterns and label P + 1 to 

non-uniform patterns. 

Because of, just one label (P + 1) is assigned to all 

of the non-uniform patterns, so uniform labels should 

cover mostly patterns in the image. Tajeripour and 

Fekri-Ershad [28], and Fekri-Ershad and Tajeripour [8] 

show that if in the definition of LBP operator the value 

(3) 

(4) 

(5) 

(6) 

(7) 
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of UT is selected equal to (P/4), only a negligible 

portion of the patterns in the texture takes label P + 1. 

In order to extract the feature vector, first the LBPP,R 

is applied on the image and the labels are assigned 

each pixels. Then the occurrence probability of each 

label in the image is regarded as one of the dimensions 

of the feature vector. The occurrence probability of a 

specific label in the image can be approximated by the 

ratio of the number of that label to the number of all 

labels Equation (8). 

= 0 1
i P totali

d N / N i P    

Where, NPi is the number of pixels that labeled as Pi, 

and Ntotal is the number of pixels. So, for every image, 

a “P+2” dimensional feature vector can be extracted as 

follows:  

0 1 1
=

P
F d ,d ,.......,d


   

3.2. First Step (Candidate List Generating) 

The aim of this part is to generate a candidate list of 

pixels which are more similar to noisy pixel. In RWSC 

problem, the candidates are selected from the 

dictionary with minimum edit distance, but in our 

application, candidates should be chosen from the 

textural image based on discriminative features.  

In order to find similar pixels to noisy one, LBP are 

applied. Then feature vector (FN) is extracted for noisy 

pixel considering a window by center of noisy pixel 

and size of N×N. According to our results N=8, 

provides maximum accuracy. Next, the feature vector 

(Fij) should is computed for pixel Iij. By repeating this 

process for all of the pixels, a vector is extracted for 

each one of them separately. Finally, the distance is 

computed between each one of the feature vectors and 

noisy vector using log-likelihood ratio. Other 

similarity/distance measures can be used, but 

Tajeripour and Fekri-Ershad practical analysis in [8, 

28] are shown the ability of log-likelihood to provide 

discrimination. Log-likelihood is a non-similarity 

measure which is shown in Equation (10). 

1

0

( ) ( )
P

i , jk

i , j i , j N i , jk
k

Nk

F
L F ,F F log

F





    

Where, Li,j shows the non-similarity ratio between Ii,j 

and noisy pixel and k shows the number of vector 

dimensions. In order to generate candidate list, the log-

likelihood ratios should be sorted and M pixels which 

have minimum value is chosen as candidates.  

According to our results, increasing M may improve 

computational complexity and decreasing M may 

decrease accuracy. In the result part, various number of 

M are trained and finally, M=10 provided maximum 

accuracy beside low computational complexity. 

 

 

3.3. Second Step (Choosing Best One) 

The aim of this section is to select best one of the 

candidates which are generated in previous section. In 

RWSC problem, N-gram algorithm is used by N=2 to 

done this step accurately as follows: 

First of all, previous and next pixel's intensities of 

the desired noisy pixel are considered as “PRE” and 

“NEX”. If the noise coordination is considered as (i,j), 

hence, PRE is (i,j-1) and NEX is (i,j+1).  

Next, the co-occurrence probability of each 

candidate pixels and PRE is computed using Equation 

(11), which is generated based on Equation (1). 

( ) ( ) ( )
i i

P G | PRE Count PRE |C / Count PRE  

Where, Ci shows the ith candidate and Count (PRE,Ci) 

shows co-occurrence frequency of PRE and Ci 

intensities in texture image according to their 

coordination. C(PRE) shows the occurrence frequency 

of the intensity PRE in the test texture. The co-

occurrence probability of each candidate pixel and 

NEX is computed in the same way.  

Next, the Equation (12) is computed for each 

candidate to measure 2-gram as follows: 

( ) ( ) ( )
i i i

P C P C | PRE P NEX |C   

Notice, Equation (12) is defined based on Equation (3). 

Finally, the candidate with maximum probability P(Ci) 

is chosen as the best and the intensity of the noisy pixel 

will be changed by intensity of the best candidate in 

test image. The noisy pixels are not clear, hence, the 

noise reduction algorithm should be applied for each 

one of the pixels individually. In this respect, the test 

desired pixel must be included in candidate lists. In 

Figure 4, a textural image is shown with 4 gray-levels, 

where black pixel is considered as noise. Green pixels 

shows generated candidates. 

 

Figure 4. An Example of best candidate selection step. 

4. Iterative Proposed Approach  

In section3, an approach is proposed to reduce impulse 

noise in texture images. Noise reduction methods don’t 

use anything as train image. The proposed approach 

should use noisy image to generate candidate list, 

(8) 

(9) 

(10) 

(11) 

(12) 
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which may decrease the accuracy. In section 3.2, the 

log-likelihood distance is computed between each 

extracted vector and desired one. Finally M pixels are 

chosen as candidates. Using this method may cause 

including other really noise pixels in candidate list 

which may decrease the accuracy. In this respect, an 

iterative enhanced algorithm is proposed as follows: 

a. Appling first step on input image and using a 

threshold to choose candidates with distance lower 

than threshold.  

b. Appling second step to select best candidate.  

c. Change best one with desired pixel. 

d. Increase threshold number and go to step A. 

e. Repeat this algorithm for N times. 

Using the proposed algorithm, pixels which are very 

similar to desired noisy pixel are selected in primary 

iterations. In this respect, the probability of choosing 

noisy pixels in second step may be decreased.  

5. Experimental Results 

In this paper, an approach was proposed for reducing 

impulse noises in texture images. Brodatz [4] is one of 

the state of the art texture albums. In order to evaluate 

performance, first 3 classes were chosen from Brodatz 

Album randomly, which are Grass, Wall, and Textile. 

Images were in size of 256256.  

Each image is cropped to 4 sub images in size of 

6464 without any overlap.  

A salt and pepper noise is applied on images with 

different strength which are shown in Table 1. The 

proposed iterative version is applied with different 

numbers of iterations. Finally, the number of iterations 

is selected as 5 because of providing maximum 

accuracy. Lower numbers may decrease accuracy and 

upper numbers increases computational complexity. In 

order to apply LBPP,R, different numbers of radius are 

tested, finally, LBP8,1 provides maximum accuracy. 

The Peak Signal to Noise Ratio (PSNR) is used as 

measure to evaluate noise reduction performance [2, 

23]. It is defined in decibel (db) and for gray scale 

images as follows: 

255 255
= 10 10PSNR Log

MSE


  

1 1

( )
M N

i, j i , j
i j

MSE X R / M N
 

    

Where, X is the original image and R is restored image. 

MSE shows mean square error. Hence, M and N are 

size of image. Xij shows the intensity of pixel (i,j) in 

original image. The higher PSNR shows the better 

quality for de-noised image. For comparison, some 

efficient noise reduction filters such as average and 

median are evaluated.  

In average filter a square window of size 2k+1 is 

used. Here value of k changes from 1 to n. pixel (k+1, 

k+1) is considered as center. Using window original 

image is scanned row wise and column wise.  

Each time of scan value of central pixel of window 

is replaced by the average value of its neighboring 

pixels comes within the window [16].Working of 

Median Filter is same as Average filter but here central 

pixel value is replace by the median value of its 

neighboring pixels comes within the window [16].  

As it shown in Table 1, the PSNR ratio is higher in 

restored images with proposed approach than filters.  

In low noise ratio levels, the PSNR of the proposed 

approach and filters are near, but it goes far in high 

noise levels.  

Results show the quality of proposed approach for 

reducing impulse noises in texture images especially in 

high noise ratios.  

Table1. Comparison results on brodatz album.  

Noise Ratio 
Grass 

Proposed Average Median 

10% 27.04 22.69 27.33 

20 23.69 20.06 25.35 

30 21.81 18.42 21.81 

40 21.80 17.10 18.19 

50 19.26 16.29 14.99 

60 19.31 15.37 12.39 

70 17.36 15.25 12.36 

Noise Ratio 
Wall 

Proposed Average Median 

10% 29.90 22.08 25.22 

20 27.30 20.02 24.38 

30 25.32 18.56 21.62 

40 23.88 17.62 18.63 

50 18.72 16.45 15.01 

60 18.61 15.63 12.32 

70 17.16 14.91 10.19 
 

Noise Ratio 
Textile 

Proposed Average Median 

10% 29.02 23.82 24.72 

20 28.45 23.27 23.88 

30 26.73 20.62 21.27 

40 24.80 20.11 20.08 

50 20.93 19.53 19.47 

60 20.46 18.41 18.92 

70 19.83 15.92 16.51 

6. Conclusions 

The aim of this paper was to propose a noise reduction 

algorithm for texture images. In this respect, an 

innovative algorithm was proposed based on RWSC 

theory. As it is shown in the result part, the proposed 

approach reduces impulse noises in texture images 

better than well known filters. Some advantages of the 

proposed approach are as follows: 

 General Method, which can be used for all image 

types. 

 Lower Blurring effect than well known filters.  

 Creative fusion of Natural language processing 

(NLP) and Image Processing (IP) theories for the 

first time.  
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