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Abstract: TV stream is a major source of multimedia data. The proposed method aims to enable a good exploitation of this 

source of video by multimedia services social community, and video-sharing platforms. In this work, we propose an approach 

to the automatic topics segmentation of news video. The originality of the approach is the use of Clustering of Histogram of 

Orientation Gradients (HOG) faces as prior knowledge. This knowledge is modeled as images which governs the structuring 

of TV stream content. This structuring is carried out on two levels. The first consists in the identification of anchorperson by 

Single-Linkage Clustering of HOG faces. The second level aims to identify the topics of news program due to the large 

audience because of the pertinent information they contain. Experiments comparing the proposed technique to similar works 

were carried out on the TREC Video Retrieval Evaluation (TRECVID) 2003 database. The results show significant 

improvements to TV news structuring exceeding 96 %. 
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1. Introduction 

Due to the presence of large quantities of content 

videos, effective and rapid access to multimedia 

information has become more challenging. Therefore, 

there has been an acute need for appropriate methods 

that permit quick access to the content of unstructured 

video contents, which may involve automatic video 

segmentation and indexing methods. The inter-

segmentation of video streams is an essential step for a 

multimedia indexing system. However, for it to be 

robust, it must deal with the internal structuring of the 

programs to promote their audiovisual content. 

Therefore, we focus particularly on the analysis and 

automatic identification of television news structure. 

This choice can be justified by many reasons: The 

emergence of mass-communication devices and 

services, such as Television Replay or video on demand 

(TV-REPLAY or VoD). The ubiquity of huge volumes 

of digital videos, especially TV streams. Thus, the use 

of TV streams for communication is becoming a staple 

in everyday life and therefore poses a substantial 

financial durden. In addition, effective TV stream 

structuring could be the objective of various 

applications. For example, the identification of TV 

programs could serve to develop control mechanisms 

for TV channels broadcasting. 

The present work focuses on the automatic 

identification of News Program (NP) structure in order 

to segment the content of news into different topics. 

The segmentation of TV streams permits a more 

feasible exploitation of their contents via an easier 

access and distribution on communication devices 

dedicated to TV channels, large public (Internet 

Protocol Television, Television Replay) or sharing 

platforms (YouTube, Dailymotion, Vimeo, 

Facebook,…). 

The remainder of this paper is organized as follows. 

Section 2 deals with related works. In section 3, the 

different structures of TV news are introduced. We 

present the proposed approach in section 4 and the 

news topics segmentation in section 5. In section 6, we 

describe the experiments and evaluate the results. To 

conclude, we discuss the solution and suggest a 

framework for future work. 

2. Related Work 

According to an analysis conducted in October 2010 

by the National Center for Cinema and Animated 

Image, France (CNC2), television news accounts for 

more than 50% of the TV-replay television offer. It 

constitutes an important field of multimedia indexing. 

Extensive research has been dedicated to the indexing 

of TV news [12] according to different modalities. In 

fact, in the literature, a major part of TV news 

indexing uses the tools for signal processing to divide 

different topics into segments. These processing 

methods principally focus on the elicitation of low-

level features, namely colors, forms, intensity and 
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texture or high-level features, such as anchorperson 

detection or shots detection. Video segmentation is the 

first important step to video content analysis. It aims at 

dividing the video stream into a series of significant 

and controllable segments (shots) that can serve as 

essential elements for indexing [8]. In fact, video shots 

segmentation is the primary process of anchorperson 

detection which has an central role in further video 

processing. 

O’Hare et al. [13] adopted a framework in which a 

news broadcast can be partitioned into separate stories 

according to the position of the anchorperson shots in 

the program. After segmenting a program into distinct 

shots, a number of analyses are run on it to identify the 

features that characterize each shot. The outcomes of 

these feature extraction tools are afterwards combined 

using a Support Vector Machine trained to perceive 

anchorperson shots. A system based on dividing a news 

video into stories and classifying the spotted stories into 

certain categories (world news, national news, sports, 

political news, weather, advertising, etc…,) was 

presented in [1]. The system uses Markov chains and 

Bayesian networks for partitioning and topics 

classification. The entire process is conducted using 

data extracted from video and audio tracks using 

techniques of superimposed text recognition, speaker 

identification, speech transcription and anchor 

detection. The segmentation of news is based on feature 

recognition, such as anchorperson shots or interviews. 

Goyal et al. [6], however, suggested a frame-work 

for the segmentation of semantic stories on the basis of 

anchorperson detection. They opted for a mechanism of 

split-and-merge in order to detect topic boundaries. 

This technique focuses on visual characteristics and 

transcripts of texts. Dumont and Quénot [2] developed 

a sensor using Multiple Modalities for Systematic 

segmentation of stories for News Videos. This system 

is developed based on classification techniques and 

machine learning methods. It combines both audio 

descriptors (silence segments and parole) with visual 

features such as anchors or logos. Poulisse et al. [14] 

proposed an approach using multiple multimedia 

features for segmenting news video. It was inspired 

from the approach based on text segmentation. The 

authors opted for different methods to achieve topic 

segmentation with different approaches: text, video, 

audio and layout features. At an advanced step of the 

analysis, those features are used to detect story breaks 

after training a maximum entropy classifier. To 

structure TV streams, Hmayda et al. [7] presented an 

approach in which deep learning is used to identify 

programs in TV stream.  

Two main reasons may justify the choice of news 

programs treatment. First, thanks to the important 

content they have, news programs are produced for 

and followed by many TV viewers. In fact, as they are 

frequently published on the web, users get easy access 

to them. Thus, they have become a means of 

communication. 

News has an operating structure defined as a 

syntactic rule that governs the organization of the 

content. This rule is founded on the studio/Topic 

notion, in which the anchorperson is the main 

performer announcing the changes in topics. The 

Topic is the demonstration of what the anchorperson 

says in the studio. Each subject usually has an average 

duration between 1 and 3 minutes [9] and is preceded 

by the appearance of an anchorperson. 

3. Proposed Approach 

We suggest an approach of structuring news content 

based on segmentation into topics. This approach is 

based on two major steps: First; the identification of 

anchorperson by Single-Linkage Clustering of the 

Histogram of Orientation Gradients (HOG) faces 

(Figure 1); Then, the segmentation of news into 

topics. The first step consists in modeling the indices 

by image processing techniques, whereas the second 

step relies on the direct exploitation of the structures 

ensuing from the first step to segment the content of 

news into different topics. 

 

Figure 1. Identification of anchorperson by single-linkage clustering of HOG faces. 
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3.1. Identification of Anchorperson by Single-

Linkage Clustering of HOG Faces 

At that stage, no prior information about the structural 

features of NP is provided. It is, therefore, essential to 

implement a fully automatic process for modeling this 

structure by means of image processing characteristics. 

This is realized in three steps: step one is dedicated to 

shot boundary detection. The second one involves the 

identification of shots containing the face of 

anchorperson using optical flow to extract the 

keyframe from these shots. The last step is based on 

unsupervised classification to identify the 

anchorperson by Single-Linkage Clustering of HOG 

faces. 

3.1.1. Shot Boundary Detection 

Segmentation into shots is considered among the first 

contributions to the analysis and structuring of the 

video by content. This task is the starting point of any 

process of macro-segmentation of video content. 

Indeed, the resulting units (shots) of this segmentation 

constitute the inputs of any phase of content 

structuring. They are also the basis for identifying 

other units with a semantic level of higher granularity, 

such as topics for the case of News.  

The variety of segmentation into shots techniques 

proposed in the literature is strongly linked to the 

diversity of the types of changes (abrupt transition, 

fade, etc.,). Yuan et al. [18] conducted an analytical 

study of the main approaches proposed in the 

literature. Based on this study, we opte in the present 

paper for the Edge Change Ration (ECR) [9] technique 

based on its performances in shots detection. This 

method consists in changing the edges of the objects 

(Figure 2) in the frames definitely across a border. 

Thus, structural disjointedness is accompanied by 

temporal visual discontinuity. 

 

 
                     a) Original picture.                                b) Picture with edges. 

Figure 2. The edges in two consecutive video frames. 

On the basis of this assumption, the technique starts 

with the calculation of the percentage of incoming and 

outgoing contours between two images. 

Thus, the value of ECR (n, k) between the images n-

k and n is calculated as in (Equation (1)): 

ECR (n,k) = max( , )
in out

n n k

n n k

x x

 




 

Where σn is the number of edge pixels in the frame  

n and 
in

nx  and 
out

n kx   are the entering and exiting edge 

pixels in frames n and n- k, respectively. 

During the shots’ recognition, the ECR technique is 

used with k=10 for a temporal distance of 10 images. 

For the detection of hard cuts, we calculate two values. 

First, we compute the near-far ratio which describes 

the ratio between the ECR values of two successive 

images (near ECR) and the ECR value between the 

current image and the 10th image (far ECR). Then, the 

far last-far ratio, which is the ratio between the current 

value of far ECR and the previous value of far ECR, is 

calculated. 

This phase consists in the assembly of all the shots 

composing the news. In order to delimit the topics, 

these shots will then undergo two levels of filtering: 

the first aiming at extracting the keyframe from these 

shots and the second at the identification of 

anchorperson. 

3.1.2. Key Frame Extraction Using Optical Flow 

Once the news video is segmented into shots, the 

keyframes are retrieved from these shots. The 

extraction of keyframes (representative frame) has an 

important impact on the performance of content 

multimedia, like the extraction of the keyframes in the 

video and the selection of typical view for objects [4]. 

The shot of anchorperson lasts more than 2 s, thus 

shots with a lifetime less than 2 s cannot be 

anchorperson shots. In addition, the frames in one 

anchorperson shot are comparable, whereas news 

report shots are different in terms of camera and object 

movement. Therefore, if there are many changes in one 

shot, it cannot be considered as an anchorperson shot. 

The frames of an anchorperson shot are very analogous 

(Figure 4), whereas those of the news report shot 

(Figure 5) are different due to movement of the 

camera. This difference can be detected by the 

difference between the first and the fourth frame based 

on optical flow in order to examine the variation in one 

shot. 

The extraction of keyframes algorithm is depicted as 

follows: 

 Step 1: we examine the duration of each shot and 

cast those shots with a lifetime lower than 2s. 

 Step 2: using the differential method of Lucas and 

Kanade applied by Gnouma et al. [5] and 

Khondaker et al. [10], we calculate the moving area 

value between the first and the fourth frame 

positions for each shot. 

This method calculates the minimum of the quadratic 

matching function; this function can estimate the 

parameters of a transformation affecting all parts of the 

frame. The movement calculation is to associate each 

pixel (x,y,t) with a vector (vx
t,vy

t) representing the 

projection onto the plane of the velocity vector 

(va
t,vb

t,vc
t) of the objects in the frame. The derivatives 

 (1) 
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of the matching function are canceled in relation to da 
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Supposing that the movement (da, db) is small, then the 

Taylor expansion to order 1 of H becomes:  

( , , 1) ( , , )
H H H

H a a b b t H a b t a b
a b t

   
  

      
  

 

To explain the representation of the route of the optical 

flow field, the vectors in the original image are 

superimposed speeds. The color map can also be used 

to characterize the direction of flow as well as its 

strength (see Figure 3).  

In the color map, the velocity vectors are denoted by 

the colors contained in the circle. Each vector is 

determined by the color that designates its origin at the 

center of the circle. The intensity differs from black to 

full color until a maximum speed to exhibit white. 

 

      
                              a) Video picture.                      b) Next picture. 

 
c) Intensity of white is very low to designate an anchorperson shot and The intensity of 

white is very important to indicate a report shot. 

Figure 3. Real-time estimation of Optical Flow for keyframe 

extraction.  

If the intensity of light between the first and fourth 

frames position is less than 30, then it can be 

concluded that this is an anchorperson shot, if not, i.e., 

if the value of the intensity is very important and 

higher then 50, we can consider it as a report shot. 

 
       a) Frame 1.                          b) Frame 2.                       c) Frame 3. 

Figure 4. Anchorperson shot frames. 

 
a) Frame 1.                         b) Frame 2.                         c) Frame 3. 

Figure 5. News report shot frames with object movement. 

3.1.3. Face Shots Detection 

Once the step of keyframe extraction is conducted, the 

various keyframes of all shots are identified. The 

identification of the anchorperson shots consists of 

identifying all the shots in which the face of the 

anchorperson is visible. Then, to detect the face shots, 

the Viola–Jones algorithm is used. This algorithm 

consists in using detectors depending on the overall 

features of objects (faces). This is the case of Haar 

descriptor [17], in which a set of functions is used to 

identify the difference in the contrast between multiple 

contiguous rectangular regions in an image. Fourteen 

descriptors are therefore computed relative to fourteen 

filters of rectangular shapes for coding the different 

contrasts existing in a face as well as their spatial 

relationships (Figure 6). 

 These filters make it possible to estimate the 

variance between the entirety of the pixels in the white 

areas as well as that of the black areas. The value of a 

descriptor is calculated as follows: 

 xi= Σ (pixels in black area) - Σ (pixels in white area)                                                  

   

 a) Edge features. 

   

b) Line features. 

 

c) Center-surround features. 

Figure 6. Extended set of Haar features used as simple filters 

(Image source: OpenCV manual). 

3.1.4. Identification of Anchorperson Shots 

The principal contribution of our method is to classify 

all the faces detected according to an unsupervised 

classification. Consequently, the anchorperson face is 

part of the largest cluster. 

To achieve this classification, we go through the 

step of extracting the features of all the faces, as inputs 

to the classification process using the HOG technique. 

Features extraction: every keyframe is split up into 

cells size of 4 pixels and 8 orientation bins for the cell 

histograms by means of HOG descriptor, for every cell 

gathering a histogram of gradient direction over the 

cell pixels. Histogram labeling can be achieved 

through the accumulation of the energy measure of the 

local histogram over blocks to get the best invariance 

 (2) 

 (3) 

 (4) 
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to illumination. The results are used to standardize all 

cells found in block, whose sequence grants the 

descriptor vector to be further used. 

f is an intensity function that describes the image 

under examination. The image is composed of cells 

with a size of N×N pixels (Figure 7-a), while the 

orientation θx,y of the gradient in every pixel (Figure 

7-b, 7-c) is calculated using the following rule:  

θx,y = tan−1
f(x, y + 1) − f(x, y − 1)

f(x + 1, y) − f(x − 1, y)
 

Subsequently, the orientations θi
j
 i=1...N2, i.e., 

belonging to the same cell j, are quantized and 

gathered into an M-bins histogram (Figure 7). All the 

obtained histograms are ordered and integrated into a 

unique HOG histogram that is the final product of this 

algorithmic step, i.e., the features vector to be 

considered for the following processing. 

 
Figure 7. HOG features extraction process. 

b. Classification using Hierarchical Clustering 

Algorithm HOG features vectors are then given as 

input to Hierarchical Clustering Algorithm. This 

algorithm partitions the related dataset of key frame 

by building a hierarchy of clusters. 

It utilizes the distance matrix requirements for 

grouping the key frame and builds clusters gradually. 

In hierarchical clustering [16], in single step, the 

information is not separated into a particular cluster. It 

takes a sequence of partitions, which may run from a 

single cluster covering all objects to ’n‟ clusters, each 

comprising only one object. 

In the present work, we have a series of N key 

frame (faces) to be clustered, thus these steps should be 

followed: 

 Step 1: Start with assigning each face to a cluster so 

that for N faces, we now have N clusters, each of 

which displays only one face. Let the distances 

between the clusters be the same as those between 

the faces they comprise. 

 Step 2: Determine the nearest pair of clusters and 

combine them in one cluster. Thus, there is one 

cluster less. 

 Step 3: Calculate the distances (similarities) 

between the new cluster and every ancient cluster. 

 Step 4: Replicate steps 2 and 3 until all faces are 

clustered into one cluster of size N  

Single-linkage clustering is used in step 3: we consider 

that the distance between two clusters is equal to the 

shortest distance from any face of one cluster to any 

face in the other. 

Algorithm of Single-Linkage Clustering: 

L : Level of clustering 

m : sequence number 

n: number of clusters 

Ci : a cluster, i belongs to {1,..,n}  

r, s, j belong to {1, .., n} 

D : the proximity matrix, D(i,j)=d(Ci,Cj) 

Start 

L(0)=0, m=0, min = 10**20 (very big number ~ infinity) 

while (n not equal to 1) : 

 for i in range(n-1) : 

  for j in range(i+1,n) : 

   if d(Ci,Cj)<min : 

    min = d(Ci,Cj) 

    (r,s) = (i,j) 

 m = m+1 

 L(m) = d(Cr,Cs) 

 k=r 

 Ck = merge(Cr,Cs) 

 for i in {1,..,n} : 

  remove D(i,s) 

  remove D(s,i) 

 for i in {1,..,n-1} : 

  D(k,i)=min(d(Cr,Ci),d(Cs,Ci)) 

  D(i,k)=D(k,i) 

 n=n-1 

After the hierarchy of clusters is provided, the optimal 

number of clusters is presented based on a data 

representation tree. Therefore, the cluster which 

contains the largest number of faces is considered an 

anchorperson. The data representation tree in blue 

(Figure 8) is considered an anchorperson. 

....Hierarchical Clustering using complete linkage Algorithm..... 

Figure 8. Hierarchical c+lustering of face. 

4. News Topics Segmentation 

The structuring of TV news content by segmentation 

into topics is conducted following two modes: Stand-

alone mode or Rewire mode. 0The former is operated 

in off-line and is employed when the NP we want to 

structure is presented for the first time as input to the 

proposed scheme. In this case, all the steps of the 

learning phase of the structure are performed. 

 (5) 
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Segmentation into topics is, therefore, an immediate 

use of the outcomes reached at the output of the 

anchorperson identification step using the technique of 

face recognition (Figure 9). The latter can be operated 

on-line. Indeed, in the case where the NP has already 

been processed once by our system, it is obvious that it 

is stored in a database. This database is composed of a 

set of anchorpersons. Thus, when the NP is presented a 

second time as input to the system, the frames of 

anchorperson are deployed from the database and the 

problem of structuring is reduced to discover the 

presenter in the video stream. Anchorperson detection 

can be achieved on-line using the technique of face 

recognition [3]. If the anchorperson is detected, a 

change of subject is reported. 

 

Figure 9. Steps in the face recognition for topics segmentation.

5. Experiments and Results 

At this level, two experiments were conducted. We 

built a dataset of news program from different channels 

to achieve proportional results with previous works 

and we carried out a second experiment on the TREC 

Video Retrieval Evaluation (TRECVID) dataset. 

The performance of the proposed algorithm was 

assessed in terms of precision rate, recall rate and F1. 

The terms are defined as follows: 

Precision rate= 
Correct

Correct+False
 × 100% 

Recall rate = 
Correct

Correct+Missed
 × 100% 

F1= 2 ×  
Recall  × Precision

Recall + Precision
  

With: 

Correct: Number of programs identified correctly  

False: number of false identifications 

Missed: number of missed identifications 

5.1. Experiments on Dataset News from TV 

Streams 

In the first experiments, we used ten recordings of 

news programs from different channels. Among which, 

two news program recordings were used for each 

channel: the first one for the segmentation in stand-

alone mode and the other for the rewire mode. We also 

founded a ground truth which contained the number of 

shots, face shots and anchorperson shots for each news 

program (Table 1). First, we conducted the recognition 

of all shots and the face identification. Good rates for 

shots and faces shot (Figure 10) enhanced 

anchorperson shot identification and therefore topic 

identification. 

 
Table 1. Ground truth of TV news segmentation. 

 
TF1 LCI France24 Itele M6 

NP1 NP2 NP1 NP2 NP1 NP2 NP1 NP2 NP1 NP2 

Shot 353 290 350 310 414 370 360 270 446 442 

Face Shot 250 160 186 120 231 198 210 135 280 275 

Anchor 

person Shot 
50 46 58 35 117 106 55 30 75 68 

 

Figure 10. Face and shot detection. 

We then carried out the evaluation of our approach 

using “stand-alone” and “Rewire” modes (Figure11) 

 

Figure 11. Rate of topics detection. 

Results demonstrate very acceptable performance in 

both modes since with an average detection rate of 

about 90%, there are only 10% missed detections. This 
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rate of missed detections can be explained, first, by the 

missed detections of the face shots and then by the low 

detection rate attained in the case of the France 24 NP 

with “Rewire” mode. In fact, in this case the 

anchorperson in NP2 is dissimilar from the presenter in 

NP1. As a result, the face tracking method stored in the 

dataset and the video stream of the NP2 is 

undetermined. One of the immediate improvements to 

surmount this problem is to take into account several 

anchorpersons’ faces corresponding to news program 

in the dataset 

5.2. Experiments on TRECVID Dataset 

The second experiment was carried out on TRECVID 

2003 benchmark. This dataset, which is the only 

available benchmark and the most adopted by scholars, 

was selected to compare our results to those of 

previous works. 

The TRECVID 2003 collection include over 2900 

story boundaries [15]. TV news programs of this 

dataset are selected from various channels (CNN, 

ABC, etc.,). 

In these experiments, we compared the results 

obtained by our approach of structuring the news 

program with other recent works of the state of the art 

[2,11, 19]. These works for the structuring of the news 

program are based on the exploitation of the 

anchorperson as anchor points of reference for the 

identification of topics. In addition, all these works 

used the TRECVID 2003 benchmark during the 

evaluation process. 

To obtain an exact comparison with previous works, 

we made use of the same metrics as those defined in 

[5]. We therefore assess the performance of news 

segmentation of stand-alone mode as well as rewire 

modes by means of the precision, recall and F1 

metrics. The proportional results (Figure 12) 

demonstrate the efficiency of the proposed scheme. 

The rates achieved by the stand-alone mode were the 

best. Dumont et al. [2] In the rewire mode, we 

performed an experiment based on the direct matching 

between descriptors of the background of the decor 

stored in the grammar and these extracted from current 

news program. Another experiment was carried out 

without considering the texture. So, although the 

extraction of anchor frame increased significantly the 

detection rate that confirms the importance of 

Clustering of histogram of orientation gradients faces. 

 

 

 

 
a) Recall. 

 

b) Precision. 

 

c) F1. 

Figure 12. Comparative experiments results.  

6. Conclusions and Future Work 

In this work, we presented an approach for automatic 

segmentation of TV streams into topics. We described 

the necessary steps for this structuring. This 

contribution draws its originality from using both the 

contextual and operational features that regulate the 

organization of the contents of a news program. The 

modeling of these characteristics was realized by 

image processing techniques and statistical models. 

From this structuring, we also showed that we could 

extract the topics of a news program according to two 

modes: Stand-alone mode and Rewire mode. The 

proposed approach focuses on the analysis of 

television news only. In further research work, we will 

try to adapt this approach to deal with a continuous 

stream of programs. One of the interesting perspectives 

in this context is the identification of Talk Show in the 

topics of news program.  
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