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Abstract: Volunteer grid is a kind of distributed networks, consisting of contributed resources which are heterogonous and 

distributed. The heterogeneity of resources can be in terms of the time of availability, resource characteristics among others. 

Usually submitted jobs to volunteer grid usually require different heterogeneous resources depending on their requirements. 

Efficient scheduling of submitted jobs can be done if jobs are divided into small number of tasks to fulfil multiple requirements, 

which requires multi-resource scheduling policy to consider different constraints of resource and job before scheduling. In 

traditional scheduling policies only single scheduling or optimization constraint is considered to either complete job within 

specific deadline or to maximize the resource usage. Therefore, a scheduling policy is required to serve multiple constraints 

for optimizing resource usage and completing jobs within specified deadlines. The work presented in this paper proposed 

Quality of Service (QoS) based multi-constraint job scheduling heuristics for volunteer grid resources. Bin packing problem is 

also incorporated within the proposed heuristic for reordering and jobs assignment. The performance of proposed scheduling 

heuristic is measured by comparing it with other scheduling algorithms used in grid environment. The results presented 

suggest that there is a reasonable improvement in waiting time, turnaround time, slowdown time and job failure rate. 
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1. Introduction 

Distributed Networks have heterogeneous physically 

distributed resources. Figure 1 highlights the 

classification of distributed networks. Volunteer grid 

computing is one of the kind of distributed networks 

which has volunteered heterogeneous and distributed 

resources, to help serve scientific research and high 

computations [15, 23, 26]. Whereas, the volunteered 

resources are unpredictable and the resource 

availability cannot be assured for full length of job 

assigned. Efficient utilization of these resources is one 

of the major research issues. One possible way can be 

to schedule jobs such that the jobs are completed within 

deadline and resource utilization is maximized. The 

criteria or conditions for resource selection and jobs 

assignment are referred to as constraints. There are 

many traditional job scheduling algorithms and policies 

which can be incorporated in volunteer grid 

environment such as First Come First Serve (FCFS), 

Shortest Process Next (SPN), Longest Job First (LJF), 

Round Robin (RR) [13, 14, 21] etc., but all these lack 

the ability to consider multiple constraints. For 

example, if the submitted jobs are scheduled using 

FCFS, the job arriving first will be scheduled firstly and 

subsequent jobs will be scheduled in order of their 

arrival time until all jobs are submitted or no more 

resources are available.  

However, if a large job arrived first and demands 

multiple resources, it will block most of the resources 

and delays the next arriving jobs. This will affect the 

resource usage ratio and most of resources will be 

underutilized.  

 

Figure 1. Classification of distributed networks. 

The solution to such a scheduling problem is back-

filling [20], which takes out the job from running queue 

and submits it to the waiting queue. Back-filling can be 

used if a large job is assigned to multiple resources and 

it is blocking resources or delaying the smaller jobs 
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arriving later; which have the potential to make 

maximum use of unassigned resources.  

While studying the multiple constraints of a 

resource, it is possible to have one over-loaded resource 

whereas the remaining available resources are starving 

for jobs even though back-filling mechanism is 

employed in job scheduling. The reason of blocking 

here is the nature of traditional scheduling algorithms 

and policies that most of them are not considering 

multiple constraints of resource and only focus on 

single constraint like required CPU cycles, time of 

availability among others. Given FCFS algorithm as an 

illustration, it only selects jobs based on arrival times 

and not considering multiple resource constraints. If 

multiple resource constraints are considered before a 

job assignment, it is possible to find a better match of 

job and resource which in turn will affect the overall 

performance.  

In dynamic environments like volunteer grid 

computing, the resources are not permanently available 

and jobs can arrive at any time which makes the system 

very complex [5]. On that account, the resource users 

and providers can come to an agreement on the services 

offered and makes use of Service Level Agreements 

(SLAs) which further support Quality of Service (QoS). 

SLAs basically emphasize on utilization agreements 

made between users and providers considering user 

requirements and provider constraints imposed [18, 19]. 

QoS of any resource can present multiple schemas 

depending on factors like availability time, response 

time, failure probability etc. In our work QoS schema 

has been limited to the time, so the QoS will be based 

on the time a resource is available. Provided QoS are 

handled by infrastructure manager which is responsible 

for mapping the SLAs settled between user and 

provider. This mapping is also known as scheduling, 

which is difficult to be efficient because of dynamic 

behavior of resources. 

If a job submitted to a system like volunteer grid, 

requests for a matching resource by providing multiple 

resource requirements required to complete submitted 

job, the resources can be more efficiently used. Thus, 

the resources requested are selected based on multiple 

resource constraints can improve resource utilization 

and job completion efficiently. This gives a research 

motivation to implement multi-constraint resource 

scheduling in volunteer grid where resources are 

heterogeneous and unpredictable.  

This paper proposed a QoS based multi-constraint 

bin packing job scheduling heuristic in volunteer grid 

environment; with the ability to assign a resource which 

matches multiple constraints required to be fulfilled for 

a job completion. The work presented here is an 

extension to. A sub-queue mechanism is implemented 

within a resource to reorder the jobs in order to improve 

the scheduling. 

The outline of this paper is as follows. The overview 

of related literature is explained in section 3, which is 

followed by section 4discussing bin-packing problem. 

The proposed heuristic is discussed in section 5. The 

simulation results and comparisons are presented in 

section 6 and scope of work is concluded in section 7.  

2. Materials and Methods 

The related work referred is collected through 

restrictive search criteria. The literature review covers 

the job scheduling algorithms have been used in 

distributed computing. The literature also discusses the 

Bin Packing problem and its applications for job 

scheduling in different distributed computing 

environments. The proposed work considers only the 

resource availability time, therefore only QoS schema 

has been defined on the basis of time a resource is 

available. 

3. Related Literature 

The related work referred is collected through 

restrictive search criteria. The literature review covers 

the QoS based scheduling and multi-constraint 

scheduling been used in distributed computing 

specifically grid computing environment. The literature 

also discusses the ‘Bin Packing problem’ and its 

applications for heterogeneous resource scheduling. 

This section includes literature referred for resource 

selection of resource, rescheduling jobs and QoS based 

scheduling. A brief review of literature on single and 

multi-constraint scheduling along with the bin-packing 

policies is also presented. Job scheduling in grid 

computing has been extensively researched in past. 

Nevertheless, the past research mainly focused on 

single resource constraint scheduling. 

There are many actively researched approaches for 

selection of resources and scheduling jobs. An agent 

based resource selection mechanism presented in [9], 

mainly consider the resource requester benefits. It has a 

two phase process, discovery and negotiation. In 

discovery phase the static resource requirements are 

separated and in negotiation phase, the resource 

requester directly communicates and negotiates about 

the remaining resources to select suitable one for jobs 

waiting for execution. Resources can also be selected 

by using heuristics in dynamic environments. In [25], 

grid resource selection heuristics are proposed that are 

deterministic and probabilistic in nature. The authors 

reported to reduce the turnaround time of jobs [25].  

Scheduling jobs in advance and rescheduling are 

also methods to reduce the job waiting time and 

increasing the system optimization. Few of the 

scheduling heuristics and models are discussed briefly 

in [27]. An advance scheduling technique is proposed 

in [24], which reserve the resources for jobs based on 

the network. It presented a technique to use idle 

resource cycles using red-black trees which considers 

network as first level of resource. Rescheduling the jobs 
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can make use of deadlines of jobs so that the jobs 

complete in time. The authors in [1], claimed to 

improve the resource utilization and meeting job 

deadlines if jobs are required to reschedule the deadline 

based approach is used.  

Providing QoS in grid environments is an open 

issue. Scheduling jobs is one way to contribute towards 

QoS of grid. There are many QoS based scheduling 

algorithms proposed like [4, 6, 10]. A QoS guided min-

min heuristic [6], considering network bandwidth as 

QoS parameter reported a reduced makespan if the 

tasks are divided in two high and low QoS tasks. Then 

tasks are mapped to the respective resources 

provisioning the same level of QoS. There might be 

multiple QoS requested by tasks. A scheduling strategy 

with multi-QoS constraints in presented in [4]. Three 

matrices are defined for task requirements, resource 

capabilities and QoS level requested. This matrices 

scheduling helped to define QoS constraints to meet 

user requirements from different perspective and 

improve the resource utilization too. 

The work reported in [7], introduce a multi-

constraint preemptive scheduling algorithm which 

optimizes multiple metrics like turnaround time and 

slowdown time. The algorithm is based on theoretical 

analysis of job trigger conditions. The algorithm is 

proposed for parallel jobs.  

Branch and bound approach was used in a shared 

memory system [17], to select jobs which fits in the 

available memory and later will allocate jobs to those 

CPUs. It also considers the load of the system. The aim 

was to utilize minimum resources to complete a job, 

whereas later the findings proved that if more 

resources are utilized the performance is better.  

Job scheduling algorithms have also used bin-

packing policies. An algorithm proposed Multi-

Capacity Bin Packing (MCBP) by [12] is used in [22] 

to schedule jobs for single homogeneous cluster. In 

[22], the resource load is shared among virtual 

machines and heuristics that have been proposed to 

optimize the scheduling metrics. First Fit Decreasing 

(FFD), is an extension of FF, and claimed better 

execution times if incorporated in job scheduling [16]. 

FFD is a bin-centric method; pack the items that 

maximize the product of remaining all capacities.  

4. Bin Packing Problem 

In bin packing problem the consideration is to pack all 

the items using minimum bins and also the maximum 

value set like total weight, volume etc. should not 

exceed [2, 11]. Before the details on the proposed 

heuristic supported by bin-packing are given; the 

concept of bin-packing problem need to be highlighted, 

along with the job scheduling perspective.  

Suppose that there is n number of bins, Bn 

representing n number of available resources R in 

volunteer grid.  

B={B1, B2, …,Bn} 

R={R1, R2,…,Rn} 

Each of the bin is also having a volume, V associated to 

it that is allowed to be filled. 

V={V1, V2,…,Vn} 

 Where ‘𝑉’ represents volume of each bin available and 

from job scheduling perspective it represents the CPU 

cycles available at each resource. The n jobs submitted 

to volunteer grid are represented by J 

J= {J1, J2,.., Jn} 

A job Ji can only be packed to bin Bi, if and only if, its 

volume Vi is greater than or equal to the sum of Ji and 

already packed jobs in Bi. 

𝐵𝑖 + 𝐽𝑖 ≤ 𝑉𝑖  

In the interpretation of job scheduling, the job Ji can 

only be submitted to resource Ri, if and only if, Ri can 

complete the job Ji and already submitted jobs to 𝑅𝑖. 

The total of all the jobs submitted to resource Ri must 

be equal or less than the total CPU time available Vi at 

that resource. 

𝑅𝑖 + 𝐽𝑖 ≤ 𝑉𝑖  

There are a few practiced algorithms like [3, 8] Next Fit 

(NF), First Fit (FF) and Best Fit (BF) to solve the bin 

packing problem; have already been incorporated in job 

scheduling. In NF, a job will be submitted to current 

resource available if it fits and if the resource not 

available, NF will try to submit the job to next resource. 

In FF, all the jobs are arranged in increasing order of 

required CPU time and assign each job to the resource 

job fits first. Whereas in BF, will be selected the best of 

all the available resources where a submitted job fits 

best.  

5. Proposed Job Scheduling Heuristic 

The proposed approach assumes the trust level and time 

of resource availability is already known and will 

classify the resources in five Virtual Organizations 

(VOs) namely A-E represented in Table 1based on the 

trust level.  

VO are comprised of small networks in same 

physical location or large group of resources installed 

in different networks distributed around the world. 

Mainly there are multiple VOs in a volunteer grid 

computing environment. 

In the proposed approach there are two levels of 

scheduling jobs to a resource: 

1. Jobs will firstly be classified on the basis of QoS. 

2. Jobs classified in groups will then be scheduled 

incorporating Bin-Packing multi-constraint 

scheduling. 

 

(1) 

(2) 

(3) 

(4) 

(5) 
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Table 1. QoS classification. 

VOs Name QoS level 
Available time 

From To 

A Best T1ON T1OFF 

B Good T2ON T2OFF 

C Average T3ON T3OFF 

D Below Average T4ON T4OFF 

E Poor T5ON T5OFF 

The resources which are most trusted are grouped in 

VO A ‘Best’ and the resources which are least trusted 

or new are grouped in VO E ‘Poor’. Each of the VOs 

specify the availability time of their respective 

resources, as an example VO A resources are available 

from time T1ON to time T1OFF.  

5.1. QoS based Classification 

The jobs requesting for resources have two main 

parameters i.e., arrival time ‘𝑡𝑎’ and CPU time ‘𝑡𝐶𝑃𝑈’. 

The job data set is generated randomly using Monte 

Carlo simulation to test the proposed approach before 

simulating with the real job traces. Here, the job 

requirements are considered as user requirements in 

SLA. 

The submitted jobs to the volunteer grid will be pre-

processed by arranging them in an increasing order of 

their arrival time ‘ta’. Then, arrival time ‘ta’ of each job 

will be compared with resource availability times and 

group all the jobs accordingly. There is a possibility 

that availability time of more than one VO will match 

with the job arrival time. In that case, the job will be 

assigned to the VO of resources with fewer jobs. Figure 

2 explains the flow of job assignment in details.  

The difference of arrival time ‘ta’ and CPU time ‘tcpu’ 

for each job i.e., diff (ta,tcpu) will be calculated. The jobs 

are then rearranged in increasing order of diff (ta,tcpu). 

The proposed approach also supports rescheduling. 

There are two possibilities of rescheduling a job: 

1. Most of the jobs are falling under one VO. 

2. A new job arrived and all matching VO resources 

are allocated already 

If most of the jobs are allocated to any one VO, the 

resources in that VO are possibly being utilized to 

maximum. However, to optimize the resource usage 

such that the rest of resources from other VOs are not 

underutilized and are starving for jobs. In this scenario 

few of the jobs satisfying the arrival time ‘ta’ condition 

that job arrival time is matched with the other VO will 

be rescheduled but not compromising the QoS of job. 

5.2. Bin Packing Multi-Constraint Scheduling 

Heuristic within a VO 

In bin-packing problem, it is supposed that all items to 

be packed in bins should arrive before selection of bins 

and packing of items start. In proposed heuristic 

resources within a VO are representing bins and jobs 

as items. There is a supposition that all jobs must 

arrive before assigning jobs to resources. In bin-

packing, the goal is to use minimum number of bins, 

where as in proposed heuristic it is aimed to use less 

number of cycles for assigning jobs to matching 

resources.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Job assignment to VOs. 

In the basic bin-packing policy i.e., FF, NF or BF, 

the resource constraints are not considered like 

available CPU time, resource availability time etc. 

Therefore, giving attention to job requirements and 

ignoring resource constraints will lead to single criteria 

of scheduling job. Hence, in proposed heuristic not 

only the job requirements but also the resource 

constraints are studied before scheduling a job which 

leads to multi-constraint job scheduling and optimizing 

resource utilization in volunteer grid environment.  

If a resource Ri has least available volume/available 

CPU time that can be utilized, search a job Ji which fits 

in 𝑅𝑖. This will reduce the scheduling cycles and will 

allow the next job assignment to other resource and 

will help skip Ri for any resource selection until the 

current batch of jobs finished. All the resources can 

have different volumes/available CPU time. Resources 

will firstly arrange in decreasing order of their 

available CPU time V. Suppose there are six (06) 

volunteer resources and their respective CPU time 

 R={R1,R2, R3, R4, R5, R6} 

V={V1,V2, V3, V4, V5, V6}. 

The set of resources R is arranged in decreasing order 

of V. 

V1<V2<V3<V4<V5<V6 such that R1<R2<R3<R4<R5<R6 

There are five (5) jobs submitted to volunteer grid 

that can be assigned to matching resources from set R. 

J={J1, J2, J3, J4, J5} 

The jobs are arranged in increasing order of their 

required CPU time and the arrival time. Suppose 

J1>J2>J3>J4>J5 
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A job Ji will be assigned to the resource that can 

allocate the required CPU time such that the total of all 

the jobs submitted to resource ‘𝑅𝑖’must be equal or less 

than the total CPU time available ‘𝑉𝑖’at that resource. 

𝑅𝑖 + 𝐽𝑖 ≤ 𝑉𝑖  

If there are multiple resources satisfying this condition, 

job Ji will be submitted to the resource with less 

remaining CPU time available. This will reduce 

scheduling time and number of cycles for scheduling 

which in turn will decrease the overhead and 

slowdown time. There is a possibility that multiple 

jobs are assigned to one resource.  

In the second stage of proposed heuristic, the jobs 

within a resource will be organized in increasing order 

of the CPU time required by each job assigned to 

resource Ri to process the smallest job first but keeping 

in view which job starting time. Let’s suppose J1, J2 

and J3 are assigned to 𝑅1 where: 

J1> J3> J2 according to CPU time required and J2> 

J1> J3 according to start time. The jobs in R1 will then 

be processed starting with J2 followed by J1 and J3 at 

end. 

6. Results and Discussion 

The proposed job scheduling heuristic has been 

simulated in volunteer grid environment to evaluate the 

performance by comparing with the baseline job 

scheduling heuristics in practice including First Come 

First Serve (FCFS) Shortest Process Next (SPN), 

Longest Job First (LJF), Round Robin (RR) [7, 15, 25]. 

For the experimental setup, the volunteer grid 

infrastructure of High Performance Computing Center 

(HPCC) at University Technology PETRONAS, 

Malaysia has been used. The resources in 

aforementioned volunteer grid are heterogeneous and 

their availability time is also varying. Only ten (10) 

resources are selected to limit the test run for 

performance evaluation in a real volunteer grid 

environment.  

Apart from the resource setup, the job dataset is also 

required to test run and evaluate the performance of 

proposed heuristic. The job dataset consisting of 500 

has been generated using the Monte Carlo method that 

is synthesized the jobs based on the CPU time 

required, start time and deadline of job. Whereas, the 

arrival time of 500 jobs is supposed to be same. Before 

going into simulation details of proposed heuristic in 

volunteer grid environment, following job scheduling 

performance metrics need to be revised: 

 Average waiting time: the average waiting time of a 

job before its execution. 

  Average turnaround time: the average time between 

a job submission and completion time. 

 Average slowdown time: the average ratio of 

response time to run time of a job. 

 Jobs failure rate: the amount of jobs not completed 

within the deadline. 

 
Figure 3. Average waiting time. 

The proposed QoS multi-constraint Bin Packing job 

scheduling heuristic performs better than the baseline 

scheduling algorithms in all the performance metrics 

selected. The average waiting time of baseline 

scheduling algorithms and proposed heuristic is 

presented in Figure 3. The average waiting time of 

proposed and SPN is very close whereas it is 

comparable to the other three baseline algorithms. 

Figure 4 presents the average turnaround time of 

proposed heuristic. It has been observed that average 

turnaround time of proposed heuristic is less than the 

other algorithms in comparison. It can be an effect of 

less waiting time for stating a job execution. The jobs 

are arranged within a resource also. The jobs are 

assigned to the resource with least CPU time available 

which minimized the resource selection time. 

The response to job is quick using proposed 

heuristic which minimized the delay in starting job 

execution. This further minimized the average 

slowdown time of proposed heuristic because the job 

are getting response faster and average waiting time is 

reduced (Figure 5). The slowdown time of RR is 

comparable to proposed heuristic as the waiting time 

and turnaround time of RR is also less. The longer jobs 

are executed using LJF which results in increased 

average slowdown time. 

 
Figure 4. Average turnaround time. 

 
Figure 5. Average slowdown time. 
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In the job dataset, deadline of job is also included to 

check whether jobs are completing within the deadline 

specified and not lagging. The comparison of proposed 

heuristic and baseline scheduling algorithms verified 

that the proposed heuristic completes maximum 

number of jobs within the deadline Figure 6. The less 

number of jobs are delayed using proposed heuristic 

whereas the more jobs are delayed is scheduling jobs 

using LJF. The delaying jobs or not completing jobs 

within the deadline can occur because of the 

unpredictable resources in volunteer grid environment 

and not having enough free resources to complete the 

jobs. 

The number of jobs delayed or failed when 

scheduled using proposed and baseline scheduling 

algorithms. The difference of failed jobs is 

comparatively less when smaller numbers of jobs are 

considered in simulation. This performance of 

proposed scheduling algorithm can be observed more 

clearly with more number of jobs submitted to 

volunteer grid. Table 2 illustrates the comparison 

briefly. 

 
Figure 6. Job failure rate. 

Table 2. Jobs failed. 

Scheduling Algorithm 
No. of Jobs Failed when 

500 Jobs Submitted 5000 Jobs Submitted 

FCFS 18 241 

SPN 12 197 

LJF 22 272 

RR 13 208 

Proposed 8 94 

7. Conclusions 

The paper proposed a multi-constraint job scheduling 

heuristic for volunteer grid resources, which are 

unpredictable and distributed in nature. The traditional 

scheduling algorithms are based on single constraint to 

select a job for scheduling. The scheduling algorithm if 

consider multi-constraints can improve the job 

scheduling.  

The optimized solution of resource utilization is also 

possible by implementing multi-constraint job 

scheduling heuristic. The proposed heuristic attempts 

to use the maximum of available resources in volunteer 

grid environment. The re-ordering of jobs in a resource 

emphasized more on reducing the average waiting and 

turnaround time of jobs.  

By extensive simulation on volunteer resources 

using synthetic job dataset, authors have verified that 

multi-constraint scheduling address the improvement 

in scheduling performance metrics. The proposed 

heuristic is also proved to complete a maximum of jobs 

assigned in comparison to the baseline scheduling 

algorithms. The proposed work will be incorporated to 

test the real workload job datasets in a real volunteer 

grid environment comprising of large number of 

resources.  
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