
704                                                   The International Arab Journal of Information Technology, Vol. 18, No. 5, September 2021 

A Novel Method for Gender and Age Detection 

Based on EEG Brain Signals 

Haitham Issa1, Sali Issa2, and Wahab Shah3 

1Department of Electrical Engineering, Zarqa University, Jordan 
2Department of Computer Engineering, Hubei University of Education, China 

3Department of Electrical Engineering, Namal University, Pakistan  

Abstract: This paper presents a new gender and age classification system based on Electroencephalography (EEG) brain 

signals. First, Continuous Wavelet Transform (CWT) technique is used to get the time-frequency information of only one EEG 

electrode for eight distinct emotional states instead of the ordinary neutral or relax states. Then, sequential steps are 

implemented to extract the improved grayscale image feature. For system evaluation, a three-fold-cross validation strategy is 

applied to construct four different classifiers. The experimental test shows that the proposed extracted feature with 

Convolutional Neural Network (CNN) classifier improves the performance of both gender and age classification, and achieves 

an average accuracy of 96.3% and 89% for gender and age classification, respectively. Moreover, the ability to predict human 

gender and age during the mood of different emotional states is practically approved. 
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1. Introduction 

Brain-Computer Interface (BCI) technology is 

considered as a fantastic sign of the modern era, where 

machines could measure and detect human brain 

response, analyze the collected information, and 

produce useful decisions or signals that serve several 

essential and critical daily applications [2, 12, 25]. 

Several techniques are implemented to detect and 

measure our brain information, such as the famous 

Electroencephalography (EEG) test.  

The EEG is a safe and cheap test that measures the 

electrical activity response of human brain neurons 

using a scalp with pasted metal discs or electrodes and 

then transmits the collected brain signals to the 

computer or especial machines through tinny wires or 

wireless connectors. The measured EEG voltages are 

minimal, recorded in microvolts within the range of 

10-20 mV, and cover the area frequency of delta, theta, 

alpha, beta, and gamma [3, 13, 29]. 

Due to the relation between internal brain neurons 

and external environment interaction, researchers have 

started using EEG brain signals for useful and vital 

applications such as checking the disorder of brain 

tasks [8, 10, 31], testing drugs and alcohol addiction 

[21], monitoring several diseases as Epilepsy and 

Alzheimer [23, 33], enhancing criminal investigation, 

security, and helping disabled people [33]. Human 

gender and age classification are also examples of 

these challenging applications. Although it is possible 

to classify gender and age depending on other signals 

or information such as the human face, voice, and body  

 
gestures [1, 16, 32], EEG signals are robust and 

accurate methods. It is direct information that spread 

out of the brain and nobody can hide, change, or fake 

the generated brain signals [4, 7, 28]. Hence, gender 

and age classification based on EEG brain signals will 

give systems more reality. 

During the past decade, several studies of gender 

and age classification based on EEG brain signals have 

been done, but still have many challenges, limitations, 

and need more enhancements. Most of them used a 

large number of EEG electrodes, extraction features, 

and feature selection methods to get robust systems [9, 

10, 15], others used additional peripheral signals such 

as heartbeats, and temperature to upgrade the 

classification results, as well as, all of them selected 

the recorded EEG channels during the neutral or rest 

emotional state [15, 17, 18]. 

In this paper, a new gender and age classification 

system is introduced based on EEG brain signals. 

Continuous Wavelet Transform (CWT) is implemented 

to get the time-frequency voltage information of only 

one EEG electrode, and then sequential mathematical 

calculations are applied to get the grayscale image 

feature from the time-frequency information. In 

classification, four different classifiers of 

Convolutional Neural Network (CNN), Linear 

Discriminant Analysis (LDA), Support Vector 

Machine (SVM), and K Nearest Neighbor (KNN) were 

trained and tested for evaluation and comparison 

purpose. As a result, the proposed extracted gray image 

feature with the CNN classifier achieved the highest 

results for both gender and age classification. The main 
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contributions of this paper are as follows:  

1. An enhanced grayscale image feature is proposed, 

with its ability to present the EEG voltage 

distribution or variation, where image rows number 

related to the brain frequency range of 1-45 Hz, 

image columns related to the time pass as sequential 

batches, and image intensity related to the brain 

voltage distribution.  

2. Person independent gender and age classification 

system is introduced with robust and stable results 

using only one EEG electrode without any 

peripheral signals. 

3. The proposed system proves the possibility of 

human gender and age prediction in eight different 

emotional cases rather than the usual neutral or 

relaxed state.  

The remainder of this paper is as follows; section 2 

gives a brief description for the previous related works. 

Section 3 shows the implemented database acquisition 

and preprocessing. Section 4 illustrates the proposed 

extracted feature in detail; section 5 provides the 

experimental results of the framework, and section 6 is 

the conclusion. 

2. Literature Review 

According to the importance of BCI technology in our 

modern daily life, scientists are doing intensive work 

to enhance the performance of BCI technologies, and 

solve the concurrent challenges. For example, Nguyen 

et al. [17] selected the rest state or the neutral emotion 

recordings of eight EEG electrodes to extract two 

different features; popular and paralinguistic. For 

popular features, the common Power Spectral Density 

(PSD), relative power, and Hjorth parameters were 

produced. For paralinguistic features, Mel-Frequency 

Cepstral Coefficients (MFCC), Log Filter-Bank 

Powers (LFBP), and Line Spectral Pairs (LSP) were 

extracted. SVM classifier was trained to identify the 

participant gender and age category, which is divided 

into three main categories of Young, Middle, and Old 

participants. In gender classification, the trained SVM 

classifier achieved an average accuracy of 97.7% and 

97.1% for paralinguistic and popular feature groups, 

respectively. While, in age classification, the trained 

SVM classifier achieved an average accuracy of 97.5% 

and 96.7% for paralinguistic and popular feature 

groups, respectively. 

Liu et al. [15] depended on the rest state emotional 

recordings of all EEG channels. Then, Fourier 

transform is used to get the frequency domain 

information, CNN classifier was trained for gender and 

age classification, where age label are divided into 

three different groups: Young, Middle, and Old groups. 

The classification system produced an average 

accuracy of 62.7% and 51.2% for gender and age, 

respectively.  

Nguyen et al. [18] used the rest state emotion 

recordings of eight EEG electrodes to extract several 

features, which are the popular features such as Hjorth 

parameters, and the speech processing features such as 

Log Filter-Bank Powers (LFBP), and LSP. The 

extracted features were used to construct a third-order 

tensor with the modes of time epochs, features, and 

electrodes. Later, PARallelFACtor (PARAFAC) was 

implemented to split the tensor into the sum of rank-

one tensors. The decomposed tensors were applied to 

derive the system features. Moreover, Multi-linear 

Partial Less Square (N-PLS) regression model was 

used to enhance the classification performance because 

it helps in extracting the components which fit the 

tensor and also predicts the class category together. 

According to age prediction, the participants are 

divided into three main categories: Young, Middle, and 

Old. In experiments, the trained SVM classifier 

achieved an average accuracy of 93.8% and 92.5% for 

gender and age, respectively. 

Kaur et al. [9] used wireless EEG sensors to record 

fourteen EEG electrodes during the rest state, Discrete 

Wavelet Transform (DWT) was implemented for 

frequency decomposition. According to age prediction, 

the participant's age ranges from 6 to 55 years old and 

divided into six categories. In feature extraction, mean, 

energy, and Root-Mean-Square (RMS) were produced 

for all frequency bands. Average accuracy of 88.33% 

and 96.66% was produced using random forest 

classifier for age and gender, respectively. 

Oral et al. [19] used only one EEG channel for the 

two states of awake and sleep. EEG cepstrum 

coefficients were driven, and some frequency domain 

features were calculated. SVM classifier was 

constructed and trained for gender classification 

purposes, and an average accuracy of 77.84% and 

89.66% were produced for awake and sleep states, 

respectively. 

 Kaushik et al. [10] depended on fourteen EEG 

channels during the rest state. Then, in feature 

extraction, DWT was applied to get the five frequency 

bands for each channel. The Deep Bidirectional Long 

Short-Term Memory- Long Short-Term Memory 

(BLSTM-LSTM) classifier was constructed and 

trained for gender classification. Experiments showed 

that the best results were achieved for the beta 

frequency band with an average accuracy of 97.5%.  

Actually, this topic still needs more work and 

suffers from critical challenges. All previous 

researches used the EEG signals under the condition of 

rest or neutral state [9, 10, 15, 17, 18], this is not 

practical or logical in daily life applications, and 

alternated system is needed to detect subject age and 

gender whatever the emotional state is. Another 

essential thing is aimed to minimize the number of 

used EEG channels for feature extraction calculation as 

much as possible [9, 10, 15], moreover, avoid using 

any peripheral signals such as human face and voice 



706                                                   The International Arab Journal of Information Technology, Vol. 18, No. 5, September 2021 

expression. Reducing the calculation size or dimension 

without effect the classification robustness is an 

extreme challenge and needs more researches that are 

new. 

Comparing with the previous related works, a novel 

gender and age prediction system is enhanced using 

only one EEG channel and one extraction feature. The 

proposed method proves the possibility of having an 

accurate, practical and reliable prediction system in 

case of using up to eight different emotions together.  

3. Database Acquisition and Pre-processing 

Database for Emotion Analysis using Physiological 

Signals (DEAP) public database [11] was made as a 

database acquisition since 2012, and it is a multi-modal 

database implemented for recording 32 EEG channel 

electrodes and other peripheral psychological signals 

of 32 participants (16 males and 16 females). During 

the stimuli experiment, each participant watched 40 

excerpts of movies 60 s long, and rated each video in 

terms of the levels of arousal, valence, dominance, 

liking and familiarity with a scale from 1 to 9. EEG 

recordings were sampled to 128 Hz, EOG artifacts 

were removed, and a band pass frequency filter (4-

45Hz) was applied. The standard international 10/20 

system is used during experiment recordings. This 

system describes the position of EEG electrodes on the 

scalp; it is based on the relation between the electrode 

location and the underlying area of the cerebral cortex 

[30]. Figure 1 illustrates the international 10/20 EEG 

electrodes positions used in collecting the DEAP 

database.  

 

 

 

 

 

Figure 1. The EEG 10/20 system electrode distances. 

4. Feature Extraction 

In feature extraction calculation, the powerful CWT 

technique is utilized to derive the grayscale image 

feature from EEG signals. Wavelet transform presents 

the ordinary 1D EEG time-domain signal into 2D time-

frequency domain data, so, it is possible to have a full 

and clear EEG voltage activation information in both 

time and frequency domains together. However, the 

sequential steps of extracting the image feature can be 

summarized into the followings: 

1. Select only Fz electrode  

Choosing the minimum number of EEG electrodes is 

considered as a primary challenge in this field, because 

a large number of EEG channels produce sophisticated 

features with enormous dimensions, consumes time 

and memory space for the needed huge calculation. On 

the other side, the frontal Fz electrode achieved 

excellent results in previous BCI researches [5, 6]. 

Accordingly, it is selected for feature calculation.  

2. Select the second half of Fz channel data  

All DEAP database recording channels are 60 seconds. 

In this proposed study, the second half (30 seconds) 

data is selected to minimize the feature extraction size. 

Also, the possibility of having sufficient features with 

accurate results is approved using parts of EEG 

electrodes [14]. In other words, there is no need to use 

the complete recording of EEG channels. 

3. Apply Continuous Wavelet Transform (CWT) 
In this step, the CWT is applied to generate the time-

frequency domain conversion of Fz electrode. The 

wavelet conversion is calculated using the following 

equation [22]: 

𝐶𝑊𝑇𝑥
𝜑

(𝜏, 𝑠) = 𝛹𝑥
𝜑

(𝜏, 𝑠) =
1

√𝑠
∫ 𝑋(𝑡)𝛹∗ (

𝑡 − 𝜏

𝑠
) 

Where X(t) is the time domain voltage signal of Fz 

electrode; τ and s are the signal translation and scale 

parameters, and Ψ is the mother wavelet function. 

4. Reform the time-frequency data into 45x45 data 

matrix 

Split the converted time-frequency signal into 45 

sequential parts as in Equation (2), where each part is 

the maximum voltage magnitude for the entire voltage 

distribution in each frequency value.  

 

∀𝑐  ∈ 𝐶 { 𝑀 = 𝑀𝑎𝑥 𝑀(𝑟 = 1,2, . . ,45 ;  𝑐 = 1,2, … ,45)} 

Where M is the reformed CWT matrix of size 45x45; c 

is the part sequence (1-45), and r is the brain frequency 

magnitude (1-45 Hz).  

The total rows number (45 rows) refers to the 

possible brain frequency ranges, and the purpose of 

calculating M matrix is to detect the high EEG 

voltages in each brain frequency value. The total 

columns number is selected to produce a square and 

convenient matrix. 

5. Convert the 2D 45x45 CWT matrix to agrayscale 

image.  

Algorithm 1 illustrates the procedure of converting the 

2D matrix into a grayscale image of range (0-1). In 

grayscale image, black color has value of ‘0’ and 

reflects the tinny EEG voltages, value ‘1’ for white 

color and reflects the high EEG voltages. While the 

gray color pixels within the range of 0-1 reflects the 

EEG voltage variation. Figure 2 provides examples of 

grayscale images for the frontal Fz channel.  

The produced grayscale image is not only a 

calculated feature; it is further simulating the variation 

of the brain signals’ voltages during time. 

(1) 

(2) 

http://www.eecs.qmul.ac.uk/mmv/datasets/deap/doc/tac_special_issue_2011.pdf
http://www.eecs.qmul.ac.uk/mmv/datasets/deap/doc/tac_special_issue_2011.pdf
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Consequently, EEG voltages could be seen and tracked 

as images. 

Algorithm 1: Grayscale image feature extraction 

1: procedure GRAYSCALE (M) 

2: min ←minimum (M), max ← maximum (M) 

3:       delta ← 1 / (max – min) 

4:       Image ← (M x delta) - (delta x min) 

5:       return Image 

6. end procedure 

 

 

 

 

                 a) Negative emotion.                          b) Positive emotion. 

Figure 2. Examples of grayscale images for Fz electrode. 

5. Results and Discussion  

According to the DEAP database, the watched movies 

were rated by the participants due to the Arousal 

Valence Dominance (AVD) scale of range 1-9, where 

1 is the lowest value. Eight different recordings were 

selected for each participant, as illustrated in Table 1. 

The gray image features were calculated for the 

selected recordings of each participant, hence, the total 

database size is 256 grayscale images (32 participants 

x 8 emotional recording), and then, the produced 

images were randomly divided into training and testing 

groups using a three-fold cross-validation strategy. 

The CNN with the other three classifiers were 

trained and tested to classify both gender and age. The 

description of each classifier construction can be 

summarized as follows: 

Table 1. The eight selected EEG recordings, L ≤ 3.5, H ≥ 6. 

No 
Parameters Value 

Arousal Valence Dominance 

1 L L L 

2 H L L 

3 L H L 

4 H H L 

5 L L H 

6 H L H 

7 L H H 

8 H H H 

 Gender Classification  

For gender classification, CNN was constructed and 

trained using five basic layers as in Figure 3; Input 

Layer to pass the gray scale image of size 45x45; 

Convolutional layer to compute the convolutional 

neurons using five filters of size 5x5 and a stride 

movement of one steps; Pooling layer of size 2x2 and a 

stride movement of one step; Fully connected layer 

with soft max lose function; and output layer. 

 

Figure 3. The constructed CNN classifier for gender classification. 

KNN was trained using Euclidean distance, and the 

number of nearest neighbors is 3. SVM was trained 

using the kernel RBF function. While LDA was trained 

using the pseudo-Linear discriminant choice. 

Table 2 presents the average accuracy and the F1 

score [26] (as shown in Equation (3)) of different 

gender classifiers. The P test value [27] (as shown in 

Equation (4)) among the tested four classifiers was also 

calculated, it shows the significance measure for the 

statistical results and the data pattern distributions, 

where small P values (≤ 0.05) indicates that the tested 

classifiers results are significant.  

From Table 2, it is clear that the CNN classifier has 

the best results where its P value is less than 0.01 (< 

0.01). CNN classifier has the dominant performance in 

recognition, and it can deal directly with images [20, 

24]. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
𝑇𝑃 

𝑇𝑃+0.5(𝐹𝑃+𝐹𝑁)  

Where TP is number of true positives; FP is number of 

false positives; and FN is number of false negatives. 
 

𝑃 𝑉𝑎𝑙𝑢𝑒 =  𝐶𝐷𝐹 (
𝐴𝑐.̅̅ ̅̅

𝜎(𝐴𝑐.)+ √𝑘  

Where CDF is the Accumulative Distribution 

Function; 𝐴𝑐.̅̅ ̅̅  and 𝜎(𝐴𝑐. )are the mean and standard 

deviation values of the classifiers’ results; and k is the 

number used in k-fold cross validation. 

Table 2. The average accuracy results of gender classification 

experiment. 

Classifier Accuracy F1 Score 

CNN 0.963 ± 0.017 0.95 ± 0.03 

KNN 0.92 ± 0.03 0.91 ± 0.05 

SVM 0.885 ± 0.06 0.87 ± 0.02 

LDA 0.90 ± 0.04 0.89  0.07 

 Age Classification 

The participant's age is ranged between 19 and 37 

years old, accordingly, the participants were divided 

into three categories or groups; the first group includes 

the participants of age between 19 and 24 years old, 

the second group includes the participants of age 

between 25 and 29 years old, and the third group 

includes the participants of age between 30 and 37 

years old. 

For age classification, CNN was constructed and 

trained using five basic layers as in Figure 4; Input 

Layer of size 45x45; Convolutional layer with three 

filters of size 3x3 and a stride movement of two steps; 

(3) 

(4) 
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Pooling layer of size 2x2 and a stride movement of one 

step; Fully connected layer with soft max lose 

function; and output layer. 

 

Figure 4. The constructed CNN classifier for age classification. 

KNN was trained using Euclidean distance, and the 

number of nearest neighbors is 1. SVM was trained 

using the kernel RBF function. While LDA was trained 

using the pseudo-Linear discriminant choice. Table 3 

presents the average accuracy and F1 score results of 

age classification. It is clear that CNN classifier has the 

best results among the others with P value < 0.01, 

followed by KNN, SVM and LDA, respectively.  

Table 3. The average accuracy results of age classification 

experiment. 

Classifier Accuracy F1 Score 

CNN 0.89 ± 0.01 0.88 ± 0.03 

KNN 0.78 ± 0.02 0.78 ± 0.06 

SVM 0.75 ± 0.07 0.74 ± 0.02 

LDA 0.74 ± 0.08 0.73 ± 0.06 

 

Figure 5 shows the bar chart for the tested classifiers 

in both gender and age classification. 

 

Figure 5. The result of the tested classifiers in both gender and age 

classification. 

To sum up, the proposed feature achieved robust, 

useful, and accurate results even in different emotional 

EEG recordings. In other words, the previous related 

works used the EEG recordings of neutral or relax 

emotional state to predict both gender and age, but in 

this research, the used or taken EEG recordings are 

related to eight different emotions, and it is proved the 

possibility of gender and age prediction under different 

emotional states. 

Table 4 below provides a comparison between the 

proposed method and other recent trends in this field. 

Several previous related works used a large number of 

EEG electrodes, which generates huge feature 

dimensions [9, 10, 15]. Moreover, it is clear that most 

of accurate results are based on rest or neutral 

emotions. Researches of other emotions have much 

lower accuracies [19]. In contrast, our proposed 

method produces robust and accurate results using only 

one EEG electrode for eight distinct emotions. 

Table 4. Comparison between the proposed work and current previous works. 

Research Feature Extraction EEG Channels Classifier Results 

Nguyen et al. [17] 

2013 

Time-domain features + 

Frequency Domain Features 

8 Channels 

Rest state 
SVM 

97.1% Gender 

96.1% Age 

Liu et al. [15] 

2019 
Frequency Domain Features 

All Channels 

Rest state 
CNN 

62.7% Gender 

51.2% Age 

Nguyen et al. [18] 

2013 

Time-domain features + 

Speech features 

 

 

8 Channels 

Rest state 

SVM 
93.8% Gender 

92.5% Age 

Kaur et al. [9] 

2019 

Time-frequency features 

 

14 Channels 

Rest state 
RF 

96.6% Gender 

88.3% Age 

Oral et al. [19] 
2017 

Frequency Domain Features 
1 Channel 

Awake and sleep state 

 

SVM 
 

89.6% Gender 

 

Kaushik et al. [10] 

2019 

Time domain features + 

Frequency Domain Features 

14 Channels 

Rest state 
Deep BLSTM-LSTM 97.5% Gender 

Proposed Work Time-frequency features 
1 Channel 

8 different emotions 
CNN 

96.3% Gender 

89% Age 

6. Conclusions 

This paper produces an efficient gender and age 

classification system based on EEG brain signals. An 

enhanced proposed grayscale feature has been 

introduced using the CWT for only one EEG frontal 

electrode. Accurate and robust results have been 

achieved using the DEAP dataset for eight different 

emotional states instead of the ordinary rest or neutral 

emotion state. In future work, further experiments will 

be performed to improve learning classifiers, and apply 

the classification system in real-time applications. 
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