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Abstract: Glaucoma is a fatal disease caused by the imbalance of intraocular pressure inside the eye which can result in lifetime 

blindness of the victim. Efficient screening systems require experts to manually analyze the images to recognize the disease. 

However, the challenging nature of the screening method and lack of trained human resources, effective screening-oriented 

treatment is an expensive task. The automated systems are trying to cope with these challenges; however, these methods are not 

generalized well to large datasets and real-world scenarios. Therefore, we have introduced an automated glaucoma detection 

system by employing the concept of the Content-Based Image Retrieval (CBIR) domain. The Tetragonal Local Octa Pattern (T-

LOP) is used for features computation which is employed to train the SVM classifier to show the technique significance. We have 

evaluated our method over challenging datasets namely, Online Retinal Fundus Image (ORIGA) and High-Resolution Fundus 

(HRF). Both the qualitative and quantitative results show that our technique outperforms the latest approaches due to the 

effective localization power of T-LOP as it computes the anatomy independent features and ability of Support Vector Machine 

(SVM) to deal with over-fitted training data. Therefore, the presented technique can play an important role in the automated 

recognition of glaucoma lesions and can be applied to other medical diseases as well. 
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1. Introduction 

Glaucoma is a combination of eye diseases that causes 

injury in the optic nerve because of an abnormal 

Intraocular Pressure (IOP) in the eye [31]. The main 

reason for IOP is the imbalance between the amount of 

produced and drained intraocular fluid of the eye [10] 

and ultimately causes to damage the nerve fibers. The 

affected nerve fibers weaken the Retinal Nerve Fiber 

Layer (RNFL) and produced the enlarged Cup-To-Disc 

Ratio (CDR) (or “cupping”) and Optic Disc (OD) or 

Optic Nerve Head (ONH) [26]. The IOP can also result 

in the deterioration of the retinal pigment epithelium 

named Peripapillary Atrophy (PPA). From research, it 

has been revealed that an increase in PPA can cause to 

produce an acceleration in glaucoma [11]. Figure 1 is 

representing glaucoma affected eye. From the figure, it 

can be visualized that the intraocular fluid blockage 

causes to produce the injury of the optic nerve. The size 

of OD in the glaucoma affected eye is large as compared 

to the normal eye. 

According to recent research, glaucoma is one of the 

main reasons for blindness and has been predicted to 

damage the vision of about 80 million people around the 

globe by 2020 [25]. It results in complete blindness and 

usually diagnoses at its advanced level. Therefore, it is 

named the “silent thief of sight” [19]. Although, despite 

huge advances in the field of medical [2, 13, 18, 27], 

still the glaucoma is an incurable disease, however, the 

complete damage to human sight can be prevented by 

diagnosing it at its earliest stage. According to another 

research, it is predicted that in 2040, the range of 

glaucoma affected people will be increased to 111.8 

million [30]. The huge increase in the size of 

glaucomatous cupping will not only put an economic or 

social burden but will also affect the comfort of the 

victims [31]. Although, several methods have been 

proposed to detect Glaucoma at its earliest stage, 

however, these approaches may not perform well over 

real-world problems due to the varying properties of 

glaucomatous region. Therefore, an effective and 

efficient glaucoma detection system is required to 

reduce its damage and to save the people from its 

devastating impacts. 

 

Figure 1. Visual example of a glaucomatous region in a retinal 

image. 

Early and accurate automated detection of glaucoma 

is still a challenging task due to its texture, size, and 

subtle border etc. Existing approaches are dependent of 

manual screening prices which has huge computational 

complexity. In this paper, we have tried to overcome 
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these challenges by employing the multi-group 

recognition concept of Content-Based Image Retrieval 

(CBIR) with feature extraction. The presented approach 

is independent of manual grading and efficient in terms 

of economic cost factor. Our technique follows a two-

step process. Initially, keypoints are computed of a 

given query sample using Tetragonal Local Octa Pattern 

(T-LOP). Then Support Vector Machine (SVM) 

classifier is trained on computed features to classify 

glaucoma into various classes. Secondly, we compute 

the top neighbourhood of the input sample from the 

historical fundus images database for determining the 

informed decision related to prescriptions. To the best 

of our knowledge, it is the first time in medical history 

when T-LOP along with the CBIR concept has been 

utilized for automated glaucoma detection. Our work 

has the following contributions: 

 Accurate and precise detection of glaucoma because 

of effective localization power of T-LOP as it 

computes the anatomy independent features. 

 Efficient classification of the glaucomatous image 

because of accuracy and the power of SVM classifier 

to deal with the over-fitted training data. 

 Achieved state-of-the-art performance over 

glaucoma challenging dataset named “ORIGA”. 

 Employs the concept of CBIR with glaucoma 

detection to assist in determining the earlier 

prescription for victims. 

The rest of the paper has the following structure: section 

2 presents the related work, while the proposed 

framework is discussed in detail in section 3. 

Performance evaluation of our framework is presented 

in section 4, and finally, section 5 concludes the 

proposed work. 

2. Related Work 

Early detection of glaucoma lesions can save the 

individual from complete vision loss. Therefore, 

researchers have introduced several techniques to 

efficiently localize and detect glaucoma diseases. Li et 

al. [15] proposed a deep residual neural network 

(ResNet 101) for the classification of glaucoma from 

color fundus images. As a pre-processing step, the 

Hough transform technique is employed to trim ONH 

(optic nerve head) center from the surrounding region. 

The proposed model considered the patient’s medical 

history as well to study its influence on the ability to 

distinguish normal healthy eyes from Glaucomatous 

Optic Neuropathy (GON) suspected and confirmed 

eyes. Martins et al. [20] developed a model based on 

GFI-ASPP-Depth architecture for the diagnosis of 

glaucoma. The proposed approach performs the 

combined segmentation of both the optic disc and optic 

cup. For classification different morphological features 

such as Vertical Cup-To-Disc Ratio (VCDR), CDR, 

Rim to Disc Area Ratio (RDAR), and Neuro-Retinal 

Rim (NRR) are calculated. 

Hemelings et al. [12] proposed a deep learning 

approach using ResNet-50 encoder for glaucoma 

classification. Due to the limited amount of availability 

of labelled training data, transfer learning and active 

learning are employed to reduce the labelling cost and 

resulted in improved performance in terms of accuracy, 

specificity, and sensitivity. Li et al. [16] proposed a 

weakly-supervised attention-based Convolutional 

Neural Network model (AG-CNN) based on residual 

networks for the detection of glaucoma. The attention 

maps are predicted to ignore the redundant regions 

containing no valuable information and highlight the 

salient regions i.e., pathological areas which are then 

used to extract feature maps for localization and 

classification of glaucoma. Guo et al. [9] proposed an 

automated method to compute the vertical CDR for the 

diagnosis of glaucoma. The vasculature and disk 

selective Combination Of Shifted Filter Responses 

(COSFIRE) filters are first applied to localize the OD 

then a Generalized Matrix Learning Vector 

Quantization classifier (GMLVQ) is used to determine 

the boundary of the optic disc and the cup. 

Yu et al. [33] proposed a deep learning-based 

approach for automated segmentation of OD and cup 

segmentation by modifying the U-net architecture. 

Using CDR, they achieved an average disc and cup 

segmentation dice score of 97% and 87% respectively. 

However, the proposed model is sensitive to the quality 

of fundus images. In [8] a VGG19 network via transfer 

learning is used to diagnose glaucoma. Bajwa et al. [1] 

proposed a two-stage framework for glaucoma 

detection. First, the faster Region-based Convolutional 

Neural Network (RCNN) extracts the ROI, and the 

second CNN network classifies it into healthy or 

glaucoma affected. The proposed approach performs 

better than existing heuristic localization techniques. 

However, this approach requires images to be annotated 

for training.  

Zhao et al. [35] a weakly-Supervised Multi-Task 

Learning (WSMTL) framework is developed for the 

identification of evidence area, OD segmentation, and 

glaucoma classification simultaneously. A constrained 

clustering branch network takes an evidence map as 

input to generate an OD segmentation mask which is 

then further passed to a fully connected convolutional 

network to classify the fundus as normal or glaucoma. 

Liao et al. [17] presents a similar work as in proposed 

[35], the evidence activation maps are generated for 

accurate diagnosis of glaucoma. A ResNet network with 

multi-layers average pooling is employed to map 

between global semantic information and precise 

localization. The model achieves an Area Under the 

Curve (AUC) of 0.88 and dice of 0.9 for optic disc 

segmentation using the ORIGA datasets. Several 

machine learning and deep learning-based approaches 

have been employed for the detection of glaucoma [4, 6, 
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14, 21, 22, 28, 32, 34], however, still, there is room for 

performance improvement. 

3. Proposed Methodology  

The flow of the proposed work is represented in Figure 

2. In our work, glaucoma detection is performed by 

following a two-way technique. In the first step, the 

image features are extracted by employing the T-LOP 

[29] method, which is then used to train the SVM 

classifier. After model training, a query image is passed 

to the model to classify as glaucoma affected or not. In 

the second step, for glaucoma images, we compute the 

features of the image by computing the query 

neighbourhood and return the system output. In CBIR 

the contextual information of the query image is 

examined to extract the semantically similar images 

from the large database of images [24].  

 
a) Input.          b) T-LOP 

(Feature Extraction). 

c) SVM 

(classification). 

d) Output. 

Figure 2. Workflow of Proposed method. 

The semantic information of the image is computed 

by estimating the image intrinsic features or by 

producing the global image representations [7]. The 

computed image features are used to measure the 

similarity with database images and top-matched results 

are restored. However, the semantic information of 

digital images is usually concerned with image analysis 

along with dense objects, complicated backgrounds, and 

complex overlapping semantics, therefore, the latest 

techniques of CBIR are employing the supervised 

learning techniques. So, in modern CBIR approaches, 

image retrieval is utilized for image classification 

problems in which the semantic classifiers are defined 

to compute the semantic information of the images. 

The utilization of the concept of employing the 

semantic classifier of CBIR for glaucoma detection is 

the main inspiration of our proposed work. In our 

technique, glaucoma-affected images are detected in the 

same manner as the semantic response is computed in 

CBIR systems. In CBIR, the related images are shown 

as output of the system, while in glaucoma detection 

systems, the semantic classifier is used to return the 

relevant historical cases from the image databases 

which can assist in determining the prescriptions.  

  Input Data: for the given dataset of images, the 

glaucoma detection system works by producing the 

low-level keypoints representation of all input 

samples and divides the whole image dataset into 

small image-based lj (where j=1, 2, 3,…N) named as 

a Bag Of Images (BOI), which have positive and 

negative images of glaucoma which are given as 

follows: 

The positive examples are represented by 𝐷𝑗
+ and given 

as in Equation (1): 

𝐷𝑎𝑗
+ = (𝐷𝑎/𝑁) × 𝑞 

Where 

𝐷𝑎𝑗
+ = {𝑥1, 𝑥2, . . . , 𝑥𝐷𝑎𝑙

} 

In Equation (1) Da is the total number of examples in 

the whole dataset, N is the number of subsets, and the 

value of q can vary from 0 to 1 to show the positive BOI 

size in jth subset.  

While the negative examples are shown by 𝐷𝑎𝑗
− and 

given as in Equation (3): 

 𝐷𝑎𝑖
− = {𝑥1, 𝑥2, . . . , 𝑥𝐷𝑎−𝐷𝑎𝑙

|𝐷𝑎+ ∩ 𝐷𝑎𝑗
− = ∅} 

Where xj is representing the total number of features 

within each BOI. To have an efficient glaucoma 

screening system, it is very important to have the robust 

features representation of fundus images in form of 

feature vectors to ensure precise glaucoma detection. 

 Feature extraction: In this paper, we have introduced 

T-LOP by employing the concept of Local Tetra 

Patterns (LTrPs) [23] to obtain the discriminative set 

of features from the fundus images. A detailed 

description of LBP is given in Appendix A. T-LOP 

patterns work by utilizing the pixels directions along 

the horizontal, vertical, and diagonal positions to 

preserve the patterns of different diagonals to 

represent the various regions. The novelty of the 

obtained patterns is that these not only reduces the 

length of the obtained feature vector but also 

produces the rotation invariant images. Furthermore, 

the usage of diagonals of different sizes allows 

achieving the scale-invariant representation. The key 

motivation of employing the derivatives along the 

diagonal direction together with LTrPs is the LTrPs 

patterns only use the derivates along with the 

horizontal and vertical directions, however, the 

fundus images contain the blood vessels with 

diagonals shapes also. So, LTrPs patterns exhibit 

lower performance as these patterns are unable to 

encode the diagonal shaped vessels effectively. So, to 

cope with the limitations of LTrPs, these patterns are 

modified by computing the derivatives in four 

directions, rather than employing only two 

derivatives. The (n-1)th order derivatives are 

computed by the T-LOP descriptor along with the 

following directions: 0°, 45°, 90°, and 135° as 

mentioned in [20], and the value of the central pixel 

ɡcen is calculated by Equation (4): 

(1) 

(2) 

(3) 
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After computing the direction of the central pixel, the 

nth order T-LOPs is given by Equation (5):  

' 1 ' 1

6( ) { (Im ( ), Im ( ))}| 1,2,...,N N N

P cen D D cenTLOP g f g g g g p P    

Where 

' 1 ' 1

' 1 ' 1

6

Im ( ),    Im ( )
(Im ( ), Im ( ))

0                      else

N N

D p D cenN N

D p D cen

g g if g g
f g g g g

 

 


 
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From Equations (5) and (6) we computed the T-LOP 

code as given in Equation (7): 

' 1 ' 17{ | , Im ( )} { | , Im ( )}
| ( ( )) |N N

D cen D cen

N N

P P cenD D g g D D g g
TLOP f TLOP g    

   

The remaining 7 T-LOP patterns are computed from 

Equation (8) as: 

7

1,    ( )
( ( )) |

0   

N
N D cen

D cen D D

if TLOP g D
f TLOP g

else


 
 


  

Here,  𝐷̅  represents the quadrants except for the 

referenced pixel and 𝐷⃗⃗   is showing the one quadrant 

from the whole set 𝐷̅ . The final T-LOP code is 

computed by Equation (9): 
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And the Magnitude Pattern (MP) is computed by 

Equation (10): 

1
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Where ɡp is given by Equation (11): 
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 Glaucoma classification using SVM classifier: in this 

step, the computed features are used to train the SVM 

classifier to categories the input sample into 

respective classes i.e., healthy, glaucomatous. The 

reason to choose the SVM classifier as compared to 

other techniques is because of its ability to cope with 

the problem of high dimensional space [5] and its 

efficiency to deal with the over-fitted training data. 

Moreover, SVM minimizes the empirical error and 

performs well for unknown data.  

For given two-class data set (𝑥, 𝑦)𝑗=1
𝑙 , SVM draws an 

optimal hyper-plane to classify the samples into 

different classes through maximizing the margin 
1

||𝑤||2
 by calculating through Equation (12): 

max 
1

||𝑤||2
  

Concerning 𝑦𝑗 (𝑤
𝑇 . 𝑥𝑗 + 𝑏0) ≥ 1 where j∈ 1, 2, …l 

decision rule defined as ƒ: x‒y is given by Equation 

(13): 

𝑓(𝑥) = 𝑠𝑔𝑛(∑ 𝑦𝑗𝑤𝑗 . 𝑥 +𝑙
𝑗=1 𝑏0) 

The twofold form is employed to resolve the problem 

Equation (14): 

𝑀𝑎𝑥 𝑊(𝛼) = ∑ 𝛼𝑗 − 0.5 ∗  ∑ 𝛼𝑗𝛼𝑖𝑦𝑗𝑦𝑖(𝑥𝑗 . 𝑥𝑖)
𝑙
𝑗,𝑖=1

𝑙
𝑗=1   

Concerning Equation (15): 

∑ 𝛼𝑗𝑦𝑗
𝑙
𝑗=1 =0,   0≤𝛼𝑗 ≤

𝐶

𝑙
  where j∈ 1,2,…l 

The decision rule for the twofold form is given as in 

Equation (16): 

𝑓(𝑥) = 𝑠𝑔𝑛(∑ 𝑦𝑗𝛼𝑗𝑎𝑗 .  𝑥 +𝑙
𝑗=1 𝑏0) 

Here the xj is showing a support vector. However, for 

non-linear samples, a mapping function 𝜙: 𝑥 −  𝜙(𝑥) is 

used to plot the data to high dimensional space which 

SVM computes through Equation (17): 

𝑀𝑎𝑥 𝑊(𝛼) = ∑𝛼𝑗 − 0.5 ∗  ∑ 𝛼𝑗𝛼𝑖𝑦𝑗𝑦𝑖(𝜙(𝑥𝑗). 𝜙(𝑥𝑖))

𝑙

𝑗,𝑖=1

𝑙

𝑗=1

 

Concerning:  

∑ 𝛼𝑗𝑦𝑗
𝑙
𝑗=1 =0,  0 j

c

l
     where j∈ 1,2,…l 

And now the decision function is defined by Equation 

(18): 

𝑓(𝑥) = 𝑠𝑔𝑛(∑ 𝑦𝑗𝛼𝑗𝜙(𝑥𝑗).  𝜙(𝑥𝑗) +𝑙
𝑗=1 𝑏0) 

As mentioned earlier, the SVM classifier works well in 

high dimensional space as everything is a dot product, 

so a kernel function k(x,x) is employed. If the symmetric 

kernel satisfies Mercer’s theorem, then there is the final 

mapping is given by Equation (19): 

𝑘(𝑥, ã) = 𝜙(𝑎) − 𝜙(𝑥̃) 

 Content-based Image Retrieval: after classifying the 

input sample using an SVM classifier, we locate the 

top-query neighborhood from the given set of fundus 

images with the same class group. The similarity is 

measured by employing the Euclidean-distance 

formula. The main objective of determining the top-

query neighbors is to support the computed decision 

for a given case related to prescriptions. Although, in 

represented work, as we are not able to have the 

medical history of related fundus images, however, 

the involvement of this concept is our target for 

future work. 
  

4. Experiments and Results 

In this section, we will discuss the dataset and 

evaluation parameters that we have used to evaluate the 

performance of our proposed work. 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

(13) 

(12) 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 



690                                                   The International Arab Journal of Information Technology, Vol. 18, No. 5, September 2021 

 Dataset: To evaluate the glaucoma detection and 

classification performance of our proposed 

methodology, we have employed the two publicly 

available datasets of glaucoma fundus images named 

HRF [22] and ORIGA [23]. The HRF dataset consists 

of total 45 images, of which 15 images are of normal 

eye type, while 15 images are of glaucoma affected 

category, and the remaining 14 images are Diabetic 

Retinopathy (DR) affected. While the second dataset 

named ORIGA contains total 650 images in which 

168 are glaucomatous affected images while the 

remaining 650 are normal eye images. The sample 

images of both datasets are represented in Figure 3.  

 Evaluation Parameters: to analyze the classification 

power of the introduced technique, we have 

employed several metrics named sensitivity (sen), 

specificity (spe), accuracy (acc), and area under the 

curve (auc) defined by Equations (20), (21) and (22) 

respectively: 

sen =
𝑡𝑝

𝑡𝑝+𝑓𝑛 
 

spe =
𝑡𝑛

𝑡𝑛 + 𝑓𝑝
 

acc =
𝑡𝑝

𝑡𝑝+𝑓𝑝
 

Where tn tp, tn, fp and fn are representing the true 

positive, true negative, false positive, and false negative 

cases respectively.  

 
a) HRF dataset. 

 

b) ORIGA database. 

Figure 3. Sample Images. 

 Results: the evaluation power of our represented 

methodology for classifying the glaucoma lesion has 

been evaluated in this section. We have employed an 

SVM classifier for glaucoma classification. It can be 

seen observed from the results that the SVM 

classifier has efficiently classified the images. Table 

1 shows the database wise classification evaluation 

results of the represented solution in terms of 

accuracy, sensitivity, specificity, and AUC. For the 

HRF dataset, our work has attained the average 

accuracy of 97.2% along with the average values of 

0.962 and 0.96 for sensitivity and specificity while 

for the ORIGA dataset it achieves the 96.7, 0.951, 

and .0946 values of accuracy, sensitivity, and 

specificity respectively which are depicting the 

capability of the introduced technique. 

Table 1. Dataset wise performance evaluation of the proposed 
method. 

Dataset Acc Sen Sp auc 

HRF [3] 97.2% 0.962 0.96 0.965 

ORIGA [34] 96.7% 0.951 0.946 0.932 

Average 96.9% 0.956 0.953 0.948 

Figure 4 is showing the class-wise performance 

results of the introduced solution in terms of sensitivity 

and specificity. Our approach has achieved the average 

values of .956 and .953 of sensitivity and specificity 

respectively along with .946 value of AUC which is 

exhibiting the competitive nature of the proposed 

framework. 

 

Figure 4. Class wise performance of the proposed methodology. 

 Comparison with state-of-the-art techniques: in this 

section, we have compared the results of the 

presented approach against most related studies from 

history which employed the same databases for 

results evaluation. For the HRF dataset, comparison 

results are reported in Table 2. It can be visualized 

that our approach achieved 97.2% accuracy and 97% 

AUC which is highest than all the comparative 

methods. However, in the case of specificity, the 

approach in [22] attained a higher value than our 

framework but this approach is computationally 

more complex than our method. The introduced 

framework attained the average AUC of 97 while the 

comparative approaches achieved the average AUC 

of 89.06, hence, our method achieved a 7.94% 

performance gain. Similarly, the specificity value of 

our method is 93.3 while the average specificity 

value of comparative approaches is 87.8, which 

depicts the 5.5% performance gain. In terms of 

average accuracy, our work achieved 97.2, whereas 

other approaches showed an average accuracy value 

of 73.16. Therefore, we can say that our method gave 

a 24.04% performance gain and more robust to 

glaucoma lesion classification than the rest of the 

approaches. For ORIGA database evaluation results 

are shown in Table 3. From results, one can see 

clearly that our approach exhibits promising results 

as compared to other methods as deep networks can 

easily encounter the problem of over-fitting. As in 

our technique, the SVM classifier can deal with an 

over-fitted model, therefore the proposed work has 

shown state-of-the-art performance. 

(20) 

(21) 

(22) 
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Table 2. Comparison results with state-of-the-arts over HRF dataset. 

Approach auc sp acc 

Xception [6] 83 78 80 

ResNet-50 [28] 86 79 52 

GoogLeNet [28] 85 93 76 

ResNet-152 [28] 95 93 62 

Nazir et al. [22] 96.3 96 95.8 

Proposed 97 93.3 97.2 

Table 3. Comparison with state-of-the-art techniques over ORIGA 

dataset. 

Technique auc 

Cheng et al. [4] 80 

Xu et al.[32]  82.3 

Navab et al. [21] 83.8 

Li et al. [14]  84.83 

Proposed 93.2 

5. Conclusions 

Early and accurate detection of glaucoma lesion is a 

challenging task due to its varying texture, shape, 

complex screening process and high computational 

complexity. The manual localization of the glaucoma 

lesion needs experienced human resources to locate the 

small details from the colored fundus images and 

classify them into different groups through a 

complicated grading system. To cope with the 

challenges of a manual glaucoma detection system, a 

robust automated technique based on T-LOP pattern 

features along with an SVM classifier has been 

introduced in the represented work. We have evaluated 

our approach over two datasets namely ORIGA and 

HRF. For the ORIGA dataset, we have attained a 97.2% 

accuracy value while for HRF we obtained 96.7% 

accuracy value. The reported results show that our 

method can accurately determine the adversity level of 

the disease by showing the matching historical cases for 

an effective prescription. As opposed to other latest 

glaucoma detection methods, our proposed framework 

can calculate the discriminative key points from the low 

intensity and noisy data images and efficiently classify 

them in their respective classes. Hence this approach 

can play an important role in automated recognition of 

glaucoma lesions and can assist the experts to perform 

their work more efficiently. In the future, we plan to 

extend our technique to apply it to more complicated 

glaucoma datasets and to other medical diseases as well. 
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