Medical Image Registration and Fusion Using Principal Component Analysis

Meisen Pan, Jianjun Jiang, Fen Zhang and Qiusheng Rong
College of Computer Science and Technology, Hunan University of Arts and Science, China

Abstract: Principal Component Analysis (PCA) is widely used in the field of medical image processing. In this paper, PCA is applied to align and fuse the images. When alignment, first, the centroids of the static and moving images are derived by computing the image moments and taken as the translation values for registration, then the subtraction of two rotation angles produced by using PCA to solve the covariance matrix of image coordinates is counted as the rotation values for registration, finally the moving image is aligned with the static one. The closest iterative point (ICP) algorithm exists some problems which worth improving. Therefore, we combine PCA with ICP to align the images in this paper. The translation and rotation values derived by PCA are views as the initial request parameters of ICP, which is conducive to further advancing the registration accuracy. The experimental results show that the combination method has a fairly simple implementation, low computational load, good registration accuracy, and also can efficiently avoid trapping in the local optima. When fusion, a slipping window with size being $Size \times Size$ is first moved across the fusing images to construct sub-block with size also being $Size \times Size$, then the eigenvectors of the covariance matrix created by using PCA to each sub-block are acquired, finally the absolute values of the eigenvectors are added to compute the fusion coefficient of the central pixel of each sub-block and the images are fused. The results reveal that the proposed fusion method is superior to the traditional PCA-based image fusion.
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1. Introduction

Medical image registration, as the prerequisite for medical image fusion, signifies that by means of computer technology, a kind of or A series of spatial geometric transform is/are performed on two or more images created by various imaging devices such MRI, PET, SPECT and so forth, and this makes the pixels (voxels) expressing the identical structure to achieve the space correspondence [15, 16]. In recent years, following the development of medical imaging technology, the medical image registration has been turned into a research focus which has been alluring increasing attention. In the last decades, the methods for registering medical images have achieved rapid advance, and global experts and scholars have proposed many practical and effective technologies. Among these methods, feature-based image approaches have been extensively applied for aligning medical images [11, 12]. For the feature-based image registration, in essence, it extracts the common, distinct and significant features between the aligning images to explore the transformation parameters. It is effective and easy to implement, but its registration accuracy seriously counts on whether it can exactly extract the critical feature points [3, 6, 10]. In consideration of the complexity of various medical images, it is an intractable issue to solve the automatically and accurately abstract and refine the useful feature points from medical images. So its poor adaptability and robustness need to be further boosted. The closest iterative point (ICP) algorithm, as a feature-based registration method, is a very famous method and widely put into use in the registration of point sets [1, 2, 7]. However, it exists some problems that need to be resolved in the implement process. First, it must repetitively and iteratively explore the closest points, and as a result the computation costs are extremely expensive. Second, whether ICP can exactly derive the optimal registration parameters seriously dependent on the selection of the initial rotation and translation values. If the initial values are ill-fitted to respond to ICP, then the registering operation needs more exploring time and even fails. Third, it is troublesome to automatically select the pivotal feature points delineating the image outline in image alignment. Furthermore, it easily falls into the trap of the local optima.

The objective of image fusion is to combine various information from source images produced by using different sensors to sample the same scene, and achieve a new image which can provides much more visual information than the source images. Image fusion, as an effective information fusion technology, has been extensively applied in many fields such as remote sensing image processing, object recognition, medical science, computer vision and so on [9, 13]. In recent years, the experts around the world have proposed many fusion methods. In sum, these methods are divided into three levels: pixel-, feature- and
decision-based fusions. Among them, pixel-based fusion is the most essential one and is also the foundation of other two levels. Thus research about pixel-based fusion is the crucial point and includes many algorithms such as the weighted average fusion, the pyramid decomposition fusion, the wavelet transform fusion and so on. Although these algorithms can achieve good fusion effect, they have less consideration of image edge information and regional feature [4, 18].

There is a close relationship between image registration and fusion, especially for multi-modality medical image. Registration and fusion are inextricably linked. In the course of image fusion processing, image registration is the first step and the precondition. Only when the alignment of the fusing images comes true will the corresponding tissues in the images be accurately merged. On the contrary, if there are obvious location deviations between the corresponding tissues, then the image fusion is unreliable and inaccurate result. Therefore, medically speaking, the fused image covers meaningful and useful information when the same space location in the fusing images is in accordance with the corresponding anatomy structure.

On the foundation of an in-depth research about the Principal Component Analysis (PCA), we use PCA to align and fuse the medical image. When aligning the images, first, by using the image moments the centroids of the static and moving images are counted to obtain the translation values. Second, the medical image coordinates are centralized to move the coordinate origin to the centroid location, the two-row coordinate matrix is produced and used to acquire the covariance matrix, the eigenvectors are derived to form the transformation kernel matrix, the arcsine is solved to obtain the rotation angle, and rotation angles of two images are subtracted to get the rotation value. Finally, the translation and rotation values acquired by the method above are used to register the images. When fusing the images, we propose Medical image fusion using Modified PCA (FMPCA) to deal with image fusion. First, a Size×Size window is moved across the fusing images to construct sub-block with size also being Size×Size, and the covariance matrix of each sub-block is solved respectively by PCA to obtain the eigenvectors. Second, the absolute values of the eigenvectors are added to compute the fusion coefficient of the central pixel of each sub-block. Finally the image fusion operation is performed.

2. Medical Image Registration Using PCA

2.1. Acquisition of the Centroids of the Medical Image

For a 2-D discrete function \( f(x, y) \), the moment of order \( (p+q) \) can be defined by [5, 19]

\[
M_{pq} = \sum_{x=1}^{N} \sum_{y=1}^{N} x^p y^q f(x, y)
\]

Where \( (p+q) \) is the order of the moment and, \( M \) and \( N \) represent the numbers of sampling points in space. And well we can define the zeroth moment as follows [5, 19]

\[
M_{00} = \sum_{x=1}^{N} \sum_{y=1}^{N} f(x, y)
\]

Further, when \( p=1 \) and \( q=0 \), and, \( p=0 \) and \( q=1 \) [5, 19],

\[
\begin{bmatrix}
\bar{x} \\
\bar{y}
\end{bmatrix} = \begin{bmatrix}
M_{10} \\
M_{01}
\end{bmatrix} = \begin{bmatrix}
\sum_{x=1}^{N} x f(x, y) \\
\sum_{y=1}^{N} y f(x, y)
\end{bmatrix}
\]

here \( (\bar{x}, \bar{y}) \) is defined as the centroid coordinates of the object.

When aligning images, we compute the zeroth and first-order moments of static image \( S \) and moving image \( M \) respectively by using equations (1)-(3), and then procure the centroids \( (\bar{x}_s, \bar{y}_s) \) and \( (\bar{x}_m, \bar{y}_m) \).

2.2. Calculation of the rotation Angle of the Medical Image Using PCA

PCA, also called Karhunen-Loeve Transform (KLT), is an orthogonal transform based on the statistical feature and has been used extensively in the field of image processing. In this paper, suppose that \( Y \in \mathbb{R}^{2 \times J} \) and \( y_i = [y_{i1}, y_{i2}]^T \) \((i=1, 2, ..., J)\) is an element of the vector set \( Y \), and then the eigenvectors of the covariance matrix of \( Y \) is invariant to rotation transformation.

Proof. Let matrix \( Y \) be rotated by the angle \( \Theta \), the rotation matrix is expressed:

\[
R = \begin{bmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{bmatrix},
\]

Then

\[
RR^T = \begin{bmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{bmatrix} \begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix} = \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix},
\]

and \( YR=YM \), the mean vector of \( Y_R \) is \( M_{Y_R} \) and is expressed as follows:

\[
M_{Y_R} = E[y_i]
\]

where \( E[.\] \) is the expected value of the argument. \( Cov_{Y_R} \) is the covariance matrix of \( Y_R \), and is given by the expression

\[
\begin{align*}
Cov_{Y_R} &= E[YY^T] = E(E[YY^T]) \\
&= E[YY^T] = E(YR^TRY^T) \\
&= E(Y^TY^T) = Cov_Y
\end{align*}
\]

From Equation 5 we know, the covariance matrix of \( Y_R \) is the same as that of \( Y \), which means that they have the same eigenvalues and eigenvectors. Therefore, the eigenvectors of the covariance matrix of \( Y \) are invariant to rotation transformation, which is to be proved.

According to the process of PCA, the eigenvectors of the covariance matrix are obtained and then are
formed into the kernel matrix $A = \begin{bmatrix} e_{11} & e_{12} \\ e_{21} & e_{22} \end{bmatrix}$, in which the value $e_{11}$ is used to compute the arcsine value and the rotation angle is obtained. As mentioned before, the method for acquiring the rotation angle from the moving image $s$ by PCA is listed as bellow.

- **Step 1:** The image matrix $P_s$ is built, namely, the origin of coordinates is moved to the centroids of the image $s$, which means that the coordinates of the image $s$ are centralized. $P_s$ denotes the two-row matrix of the coordinates $(x, y)$ in the image $S$, where the number of elements (i.e. the number of columns) is $M \times N$, that is, $P_s \in \mathbb{R}^{2 \times (M \times N)}$.

\[
\begin{align*}
ps(1,i,1) &= (i - \bar{x}_S) \times s(i,j) \\
ps(2,i,1) &= (j - \bar{y}_S) \times s(i,j)
\end{align*}
\]

here $i=1, 2, ..., M; j=1, 2, ..., N$.

- **Step 2:** The matrix $P_s$ is performed by the following operations

\[
\begin{align*}
\bar{x}P &= \frac{1}{M \times N} \sum_{i=1}^{M \times N} ps(1,i) \\
\bar{y}P &= \frac{1}{M \times N} \sum_{i=1}^{M \times N} ps(2,i)
\end{align*}
\]

\[
\begin{align*}
ps(1,i) &= ps(1,i) - \bar{x}P \\
ps(2,i) &= ps(2,i) - \bar{y}P
\end{align*}
\]

- **Step 3:** By using PCA, the covariance matrix of $P_s$ is solved and the transformation kernel matrix $A_s$ is got.

- **Step 4:** According to $A_s$, the rotation angle $\theta_s$ is obtained:

\[
\theta_s = \arcsin(e_{11}) \times \frac{180}{\pi}
\]

In this paper, the rotation angle $\theta_M$ of the static image $M$ is procured by the method above.

2.3. Procedure of Medical Image Registration Using PCA

According to the description above, Medical Image Registration Using PCA (RPCA) is explained as follows.

- **Step 1:** By computing the centroids of the static image $s$ and the moving image $M$, the translation parameters for registration are derived, namely

\[
Ax = \bar{x}_M - \bar{x}_S, \quad Ay = \bar{y}_M - \bar{y}_S
\]

- **Step 2:** By using KLT, the rotation parameters for registration are acquired, namely

\[
A\theta = \theta_M - \theta_s
\]

- **Step 3:** The moving image $s$ is translated by $(-Ax, -Ay)$ and rotated by $-A\theta$, which means that the alignment of tow images are performed.

Although RPCA can complete the image alignment, its accuracy needs to further be boosted. Therefore, we incorporate RPCA with ICP to tackle the image alignment. Due to the existing problems mentioned above, we first use PCA to produce the translation and rotation values $\Delta x$, $\Delta y$ and $\Delta \theta$ as the initial parameters $T_0^s$ and $R_0^s$ of ICP, then use BSGO [16] to extract the feature points and obtain the static and moving point sets of ICP, finally carry out the image registration. In conclusion, Medical Image Registration Using PCA and ICP (RPCA-ICP) is introduced as follows.

- **Step 1:** Compute the centroids $(\bar{x}_s, \bar{y}_s)$ and $(\bar{x}_m, \bar{y}_m)$, and, the rotation angles $\alpha_s$ and $\alpha_m$ of static image $s$ and the moving image $M$ respectively according to the image moments and RPCA.

- **Step 2:** Derive the initial values $\Delta x$, $\Delta y$ and $\Delta \theta$ for registration according to Equations 9 and 10.

- **Step 3:** Use $\Delta x$, $\Delta y$ and $\Delta \theta$ as the initial translation and rotation parameters for ICP, namely

\[
T_0^s = [\Delta x \Delta y \Delta \theta]
\]

- **Step 4:** Impose BSGO on $s$ and $M$ respectively, and then generate the binarized images $B_s$ and $B_M$ with gray value being 0 or 1.

- **Step 5:** Extract two point sets of coordinates representing all the pixels with gray value being 1 in the images $B_s$ and $B_M$ respectively as the static and moving point sets in ICP.

- **Step 6:** Perform ICP and derive the final rotation and translation matrices $R_n^s$ and $T_n^s$.

3. Medical Image Registration Using PCA

3.1. Traditional medical image fusion using PCA

The rationale of the traditional medical image fusion using PCA (FPICA) [14, 17] is that the covariance matrices of the fusing images are first computed, then the eigenvalues and eigenvectors are solved, finally the fusion coefficient between the fusing images is determined by the eigenvectors and the images are merged. Supposing there are $m$ source images $(t=1, 2, ..., m)$ with size being $M \times N$ and its top left corner pixel is $(1, 1)$. More specifically, FPICA is explained as follows:

- **Step 1:** For each fusing image $I_t$, the column vector is built in row- or column-major order. That is:

\[
I_t = \begin{bmatrix}
i_t(1,1) & i_t(1,N) \\
M & M \\
i_t(M,1) & i_t(M,N)
\end{bmatrix}
\]
is turned into the column vector
\[ C = [c_1, \ldots, c_m] \]
with size being \( MN \times 1 \), and then a \( MN \times m \) vector \( C \) is constructed with the column vectors of the \( m \) fusing images
\[ C = [c_1, \ldots, c_m] \]

- **Step 2**: The covariance matrix \( Cov \) is derived by imposing PCA on \( C \).
- **Step 3**: The eigenvalue matrix \( V \) and the eigenvector matrix \( D \) are solved according to \( Cov \), with sizes all being \( m \times m \).
- **Step 4**: The first principal component \( V_k \) is determined according to the eigenvector matrix \( D \)
\[ V_k = \frac{V(1,k)}{\sqrt{M}} \]

- **Step 5**: The fusion coefficient \( V_k \) of each fusing image is
\[ W_t = \frac{V(i,k)}{\sum V(i,k)} \]

- **Step 6**: \( m \) images are merged and the final fused image is created
\[ I = \sum_{i=1}^{m} I_t \cdot W_t \]

From the process above, we can find that, the fusion coefficients determined by FPCA are similar to the mean coefficients when there are very minor alterations among the fusing images. However, FPCA can distribute the fusion coefficients more reasonably when there are certain differences among the fusing images. In addition, FPCA cannot accurately allocate the fusion coefficients and even create the serious distortion of the fused image when there are huge divergences among the fusing images (Namely, the little correlations among the fusing images).

### 3.2. Medical Image Fusion Using Modified PCA

In FMPCA, the window with size being \( Size \times Size \) (Size is an odd) is first moved across each fusing image to form the sub-block \( Block^{(i,j)} \) centralizing at the location \((i, j)\) with the same size as the window; for each \( Block^{(i,j)} \), its covariance matrix is solved and its eigenvalues and eigenvectors are computed. Second, the fusion coefficient \( Weight^{(i,j)} \) of the central pixel of each \( Block^{(i,j)} \) is derived from the eigenvalues and eigenvectors. Finally, the pixel value \( I \) \((i, j)\) in the fused image \( I \) is acquired. In particular, FMPCA is listed as follows.

- **Step 1**: Let the moving window size be \( Size \times Size \) and \( Es = \text{integer}[\text{size}/2] \) used for expanding the fusing images.

- **Step 2**: For each \( I_t \) with size being \( M \times N \), it is expanded by the following rule to the fusing \( i \) with size being \( (M+2 \times Es) \times (N+2 \times Es) \).

1. The original fusing image \( I_t \) is expanded by the fusing image \( i \)
\[ I_t'(Es+1:1:M+Es,Es+1:1:N+Es) = I_t \]
2. The first \( Es \) rows of the image \( i \) is filled
\[ I_t'(1:1:Es,1:1:N+2*Es) = I_t(\text{Size}:-1:Es+2,1:1:N+2*Es) \]
3. The last \( Es \) rows of the image \( i \) is filled
\[ I_t'(M+2*Es,:1:M+Es+1,1:1:N+2*Es) = I_t(M+2*Es,Size+1:1:M+Es+1,1:1:N+2*Es) \]
4. The first \( Es \) columns of the image \( i \) is filled
\[ I_t'(1:1:1:M+2*Es,1:1:Es) = I_t(1:1:1:M+2*Es,Size+1:1:N+2*Es) \]
5. The last \( Es \) columns of the image \( i \) is filled
\[ I_t'(1:1:1:M+2*Es,N+2*Es-1:1:N+Es+1) = I_t(1:1:1:M+2*Es,N+2*Es-Size+1:1:N+Es+1) \]

- **Step 3**: The window is moved across each image \( i \), the \( Block^{(i,j)} \) centralizing at pixel \((i, j)\) is extracted and its covariance matrix \( Cov^{(i,j)} \) is solved.
- **Step 4**: The eigenvalues \( V^{(i,j)} \) and the eigenvectors \( D^{(i,j)} \) of each \( Block^{(i,j)} \) are computed according to \( Cov^{(i,j)} \).
- **Step 5**: The fusion coefficient \( Weight^{(i,j)} \) at pixel \((i, j)\) in image \( i \) is given by the following expression
\[ Weight^{(i,j)} = \frac{\sum_{l=1}^{m} |V^{(i,j)}(p,l)|}{\sum_{l=1}^{m} |V^{(i,j)}(p,l)|} \]
- **Step 6**: \( m \) images are merged at pixel \((i, 0, j)\) in image \( I \)
\[ I(i,j) = \sum_{i=1}^{m} I(i,j) \cdot Weight^{(i,j)} \]

### 4. Experiments and Results

In this paper, the experiments are performed in MATLAB 7.1 on PC with an Intel Dual-Core E5500 2.80GHz and 2GB RAM, running Windows XP. In the following registered images, the red and green landmarks express the results from extracting the edges of the reference and floating images by Canny operator respectively, and the yellow landmarks label the overlapping region of two registered images. In order to assess the registration accuracy, we use error \( \rho \) [16]
\[ \rho_i = \frac{|I(i)-I(i)|}{|I(i)|} \times 100\% \quad (i=x,y,\theta) \]
where \( \Delta_i \) denotes the standard transformation parameter aligning the moving image with the static image, and \( \Delta \) implies the actual transformation
The experimental images are divided into the following four groups. The first is to select CT1 image as the static one and, MR1 as the moving image, whose sizes are of 256×256 pixels, shown in Figure 1. The second is to select CT2 image as the static one and, PET1 as the moving image, whose sizes are of 128×128 pixels, shown in Figure 2. The third is to select MR2 image as the static one and, PET2 as the moving image, whose sizes are of 128×128 pixels, shown in Figure 3. And the last is to select MR3 image as the static one and, SPECT1 as the moving image, whose sizes are of 256×256 pixels, shown in Figure 4. Also, we list the relatively accurate transformation parameters in Table 1, which are taken as $\Delta x$, $\Delta y$, $\Delta \theta$, in Equation 11.

The experimental images above are derived from the following two sources. One is from the brain image database founded by Retrospective Registration Evaluation Projection, which is affiliated to Vanderbilt University, USA. We extract CT Number 2, MR T1 number 2 and PET Number 5 brain images of the training_006 as the experimental images with gray level being 256. Another is from the web page: http://www.med.harvard.edu/AANLIB/cases/case 36/mr1-tc1/031.html.

### 4.1. Multi-modality medical image registration

We first use ICP to implement the multi-modality medical image registration, and then use RPCA and RPCA-ICP to register the experimental images. The experimental results are illustrated in Figs. 5-7 and Table 2.

From Table 2, the registration speed of ICP is relatively more time-consuming, especially for registering the images of the first group; the processing time of RPCA is the shortest and almost negligible; for RPCA-ICP, although it is obviously superior to ICP, it is far inferior to RPCA. Further considering registration accuracy, ICP fully

<table>
<thead>
<tr>
<th>Floating images</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta x$ /Pixel</td>
</tr>
<tr>
<td>The first group</td>
<td>-10</td>
</tr>
<tr>
<td>The second group</td>
<td>5</td>
</tr>
<tr>
<td>The third group</td>
<td>-17</td>
</tr>
<tr>
<td>The fourth group</td>
<td>26</td>
</tr>
</tbody>
</table>

**Table 1. Transformation parameters of the moving images.**
fails to register all the images and its translation transforma traps in the local optima; Although RPCA can successfully register all the images, we also can note that, the total errors produced by the alignments of the images of the second and fourth groups are relatively higher and need to further be improved; As for RPCA-ICP, it also can be successful in registering all the images and has a higher alignment accuracy, which is in accordance with the errors in Table 2. Therefore, the combination both avoids trapping into the local optima and advances the alignment accuracy. Also, RPCA has a higher accuracy in the rotation angle error but a lower one in the translation error; For RPCA-ICP, it has higher accuracies in both the rotation angle and the translation errors. Therefore, on the whole, RPCA-ICP can be effectively applied for the multi-modality medical image registration.

4.2 Multi-modality medical image fusion

In this section, in order to access and compare the methods, we use the entropy \( H \) and the average cross entropy \( J \) as the objective evaluation standards, which are defined by the following expresses [8, 20]

\[
H(x) = - \sum_{i=0}^{255} p(i) \log_2 p(i)
\]

and the average cross entropy

\[
J(I) = \frac{1}{m} \sum_{(x,y)} p(x,y) \log_2 p(x,y)
\]

Here:

\[
J_0(l_1,l_2) = \sum_{i=0}^{255} p(I_0) \log_2 p(I_0)
\]

\( H \) reflects the mean information content in the fused image. \( H \) is more, the fused image covers the much richer information. \( J \) is a crucial performance index used for evaluating the difference between two images and directly reflects the corresponding pixel difference between two images. \( J \) is less, the fusion effect is better. In the experiments, we use such the fusion methods as FPCA, FMPCA, Laplacian Pyramid, Gradient Pyramid, DWT(DBSS[2,2]) and SIDWT (Harr) to compare the fusion performances and the experimental results are as shown in Figures.8-13 and Table 3.

Table 2. Performance of registering the multi-modality images using ICP, RPCA and RPCA-ICP

<table>
<thead>
<tr>
<th>Images</th>
<th>Registration methods</th>
<th>Parameters</th>
<th>Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \Delta x )</td>
<td>( \Delta y )</td>
<td>( \Delta \theta )</td>
</tr>
<tr>
<td>The first group</td>
<td>ICP</td>
<td>16.6028</td>
<td>1.7789</td>
</tr>
<tr>
<td></td>
<td>RPCA</td>
<td>14.9631</td>
<td>18.3951</td>
</tr>
<tr>
<td></td>
<td>RPCA-ICP</td>
<td>8.8341</td>
<td>18.0929</td>
</tr>
<tr>
<td>The second group</td>
<td>ICP</td>
<td>5.4954</td>
<td>0.6051</td>
</tr>
<tr>
<td></td>
<td>RPCA</td>
<td>5.6290</td>
<td>18.3843</td>
</tr>
<tr>
<td></td>
<td>RPCA-ICP</td>
<td>4.4818</td>
<td>18.3843</td>
</tr>
<tr>
<td>The third group</td>
<td>ICP</td>
<td>15.8653</td>
<td>10.6906</td>
</tr>
<tr>
<td></td>
<td>RPCA</td>
<td>15.8631</td>
<td>10.7107</td>
</tr>
<tr>
<td></td>
<td>RPCA-ICP</td>
<td>15.3800</td>
<td>10.4038</td>
</tr>
<tr>
<td>The fourth group</td>
<td>ICP</td>
<td>27.8957</td>
<td>11.3791</td>
</tr>
<tr>
<td></td>
<td>RPCA</td>
<td>27.6181</td>
<td>14.3567</td>
</tr>
<tr>
<td></td>
<td>RPCA-ICP</td>
<td>25.7956</td>
<td>24.3420</td>
</tr>
</tbody>
</table>

Figure 8. Fusion result figures by FPCA.

Figure 9. Fusion result figures by FMPCA.

Figure 10. Fusion result figures by Laplacian Pyramid.
From Figures 8-13 and Table 3, considering the entropy $H$, FMPCA is superior to FPCA, Laplacian Pyramid and SIDWT(Harr), but is inferior to Gradient Pyramid and DWT(DBSS[2,2]). From the point of view of the average entropy $J$, FMPCA surpasses Gradient Pyramid except for fusing the images in the first group and DWT(DBSS[2,2]) except for fusing the images in the second and third groups, but it is worse than FPCA except for fusing the images in the second group and DWT(DBSS[2,2]) except for fusing the images in the first and fourth groups; In addition, for all the four groups, FMPCA is inferior to Laplacian Pyramid and SIDWT(Harr). Therefore, in general, the fusion performance of FMPCA is superior to that of FPCA, is similar to those of Laplacian Pyramid and SIDWT(Harr), but inferior to those of Gradient Pyramid and DWT(DBSS[2,2]).

5. Conclusions

In this paper, we discuss the application of PCA to medical image registration and fusion. When aligning the images, the image moments are used to obtain the centroids of the registering images and the same time the translation values are derived, and then the rotation angle values are computed by PCA, finally the image registration is implemented. Due to the existing problems of ICP, we combine PCA with ICP to register the images, namely, the translation and rotation values acquired by PCA are viewed as the initial parameters for ICP, which is conducive to further boosting the registration accuracy. The experimental results show that the combination has a simple implementation, a low computational load, higher registration accuracy, and a remarkable ability that avoids easily getting into the local optimum. When merging the images, according to the sub-block extracted by the moving window in each fusing image, the covariance matrix first and then the eigenvectors are solved by PCA, and then the fusion coefficient of the sub-block at its central pixel is computed, finally the fused image is created. The experimental consequences reveal that FMPCA is superior to FPCA.
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